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Glossary

- **Data** are digitally stored statements about the world.
- **Dataset** is a collection of data items.
- **Data controller** is a natural or legal person, public authority, agency, or other body which, alone or jointly with others, determines the purposes and means of the processing of personal data (GDPR Art 4(7)).
- **Data governance** is the exercise of authority and control over the management of data (DAMA International, 2009).
- **Data item** (also, data element) is a collection of data facts constituting a meaningful business record and confirming to a particular semantic definition.
- **Data lineage**: a pathway along which data moves from its point of origin to its point of usage, sometimes called the data chain (DAMA International, 2009).
- **Data management** is a term used to describe how organisations manage and influence the collection and utilisation of data. Data management is the development, execution, and supervision of plans, policies, programs, and practices that deliver, control, protect, and enhance the value of data and information assets throughout their lifecycles (DAMA International, 2009).
- **Data processing**: any operation or set of operations which is performed on personal data or on sets of personal data, whether or not by automated means, such as collection, recording, organisation, structuring, storage, adaptation or alteration, retrieval, consultation, use, disclosure by transmission, dissemination or otherwise making available, alignment or combination, restriction, erasure or destruction (GDPR Art 4(2)).
- **Data processor** is a natural or legal person, public authority, agency, or other body which processes personal data on behalf of the controller (GDPR Article 4(8)).
- **Data quality**: comprehensive view of usefulness of data to support decision making. Data quality is defined as “fitness for use” for users’ needs. The OECD views quality in terms of dimensions such as relevance, accuracy, credibility, timeliness, accessibility, interpretability and coherence and cost-efficiency (HIMSS Dictionary of Healthcare Information Technology, OECD, 2015)
- **Data sharing** is used as a generic term by which parties other than the original controller can process the data of that controller (European Commission, 2022).
- **Data subject** means identified or identifiable natural person[s] (GDPR). In other words, people from whom or about whom you collect information in connection with providing services and other business operations.
- **Consent of the data subject** means any freely given, specific, informed, and unambiguous indication of the data subject's wishes by which he or she, by a statement or by a clear affirmative action, signifies agreement to the processing of personal data relating to him or her (GDPR Art 4(11)). Consent must be freely given.
and fully informed, this means the purpose of processing data and all types of processing planned must be made clear to the data subject in a concise, user-friendly, and easily understandable way at the time at which data are collected.

- **European Health Data Space (EHDS):** Proposal for a regulation on the European Health Data Space, addressing health-specific challenges to electronic health data access and sharing (European Commission, 2022)
- **General Data Protection Regulation (GDPR) is a regulation in EU law strengthening and harmonising EU/EEA procedures concerning the collection, storage, processing, access, use, transfer, and erasure of personal data.

- **Health data:** GDPR Article 4(15) defines data concerning health as personal data related to the physical and mental health of a natural person, including the provision of health care services, which reveal information about his or her health status. The data generated in the context of healthcare includes both personal data as defined in Article 4(1) GDPR, and sensitive personal data as defined in Article 9(1) GDPR. In practice, health data are often understood as any personal data generated within healthcare systems, including data concerning health which are collected through wearable devices, apps, and self-reported information. In this guidebook, a wide definition of health data is used to include all the above, as well genetic data and biometric data.

- **Healthcare:** Health and social care are understood in the sense of article 9(2)(h) GDPR, to include direct care provision, also long-term care. For the sake of simplicity, the term ‘healthcare’ is used to include all types of patient care, including medical or social care (European Commission, 2021).

- **Healthcare provider** is defined as any natural or legal person or any other entity legally providing healthcare on the territory of a Member State, in accordance with Directive 2011/24/EU.

- **Metadata** is data about data an organisation has, e.g., what it represents, how it is classified, where it came from, how it moves within the organisation, how it evolves through use, who can and cannot use it, and whether it is of high quality, etc. (DAMA International, 2009). Metadata is also data and is subject to the same data governance model although on a different abstraction level.

- **Personal data** means any information relating to an identified or identifiable natural person (‘data subject’); an identifiable natural person is one who can be identified, directly or indirectly, in particular by reference to an identifier such as a name, an identification number, location data, an online identifier or to one or more factors specific to the physical, physiological, genetic, mental, economic, cultural or social identity of that natural person. (GDPR, Article 4(1))

- **Privacy** is freedom from intrusion into the private life or affairs of an individual when that intrusion results from undue or illegal gathering and use of data about that individual (ISO TS/82304–2, 2021).
• **Data Management Body of Knowledge (DMBOK):** recommended as a thorough handbook to be consulted for in-depth knowledge on the subject (DAMA International, 2009).

_All definitions are authors’ unless referenced with another source._
1. Introduction

1.1. About the IN4AHA project

The project Innovation Networks for Active and Healthy Ageing (IN-4-AHA) aims to help bring tested and ready-to-use applications from one country to cross-border use and strengthen the supporting role and operating model of health technology clusters in the field of active and healthy ageing (AHA). The project’s supporting measures are tailored to the ecosystem of innovators in the AHA domain in Europe. The focus is on the design and implementation support for scaling-up innovative solutions that are tested in a specific region or state and are ready to expand to a larger market.

The innovation deployment supporting and enabling role is taken by health technology clusters that perform a variety of governance functions in their network of innovation actors. The network includes service providers and need owners, the local, regional, and national authorities, the funders and the regulators, and the communities of practice through Reference Sites connected with the AHA domain. Throughout the project special attention is given to the challenges of getting an innovative product into active service and scale up on the market.

1.2. Why are the guidelines needed?

Healthcare relies on digital technologies to support care delivery (at a service organisation level as well as throughout the healthcare system). According to WHO guidance on scale-up strategy, successful scaling cannot happen without locally generated evidence on effectiveness and feasibility of innovative solutions (WHO, 2009). Good data governance can deliver practical insights and support scaling strategies of service providers. However, most organisations find it challenging to manage the use and exchange of data and organise available data assets.

This ecosystem comprises of multiple tiers with dedicated functions and roles within the ecosystem:

a) the first tier includes Service Providers who are directly involved in the service delivery for end users and therefore carry the responsibility of being the data stewards in relation with customer data. Service Providers do not own the data, but are the custodians of the data assets, ensuring the quality, accuracy and security of the data collected in service processes.

b) the second tier are data facilitators (data intermediaries) who provide data mediation services, i.e., create new value for the ecosystem by capturing aspects of existing data sets and deploying appropriate methods for re-using them. Intermediation services may include platforms or databases enabling the exchange or joint exploitation of data and the establishment of specific infrastructure for the interconnection of data.
holders and data users. The Data Governance Act creates enablers for improved availability of data by trusted data intermediaries and by strengthening data-sharing mechanisms across the EU (European Commission, 2020).

**EXAMPLE**

Findata.fi (Finland) facilitates the secondary use of health and social data, including for the purpose of development and innovation operations. Findata makes data permit and data request decisions regarding the data of other controllers. It takes the responsibility for the gathering, combining, previewing and disclosing of data for secondary use.

Health Data Hub (France) supports data re-users in technical and regulatory procedures and provides an access to a catalogue of databases associated with reimbursement from health insurance. The Hub staff works with national ethics and scientific committee (CESREES) which assesses the public interest of the purpose pursued, relevance and adequacy of the data requested with this purpose, the foreseen methodology for data use. They also develop cataloguing, metadata, documentation and synthetic data creation tools in collaboration with data managers.

c) the third-tier actors are regional and national policymakers that make the rules for health and care providers on how to manage their data assets, including enforcing authentication and access rights to data and ensuring compliance with laws and regulations.

d) the fourth-tier actors are regulators on the EU level who set forth regulatory and architecture frameworks to enable exchange of data and services across border within the EU.

This guide is designed first and foremost to support the first tier, the innovators, the providers of services in the AHA domain in deploying digital and data-driven technology for use in health and care. For this group, data management can be built into the business model and service development ‘by design’. The guidebook aims to support innovators implement key principles of privacy, security, interoperability, and effectiveness in their data management practices.

### 1.3. Scope of the guidebook

To describe the scope of the document, basic definitions should be provided first. Conversely, defining data, our main subject, is quite difficult with no single dominant definition having emerged (See DAMA International, 2009 for discussion and references). In this guidebook, we define data as digitally stored statements about the world. This definition combines the role of data in representing facts about the world with the notion that not all data is factually correct, while limiting the scope of the definition to only things that can be processed digitally.

In itself, data is not very useful: the weight of a person or the number of sparrows in Peru alone does not provide much value. Data can be seen as raw material requiring meaning to become information (Silver and Silver, 1973) i.e., answers to specific questions. For example, the data points referenced above can be used to answer questions about whether somebody
is overweight and if the Peruvian sparrow population is declining or not. From information, knowledge (e.g., knowledge on the obesity epidemic) can be synthesised that can lead to wisdom. In this context, our document focuses only on data.

Most human endeavours can be seen as a combination of value creation and value capture, doing something useful and being able to reap the benefits. Be it financial income or the joy of seeing your child learn to ride the bicycle, the benefit leads us to do more of the useful thing we were doing.

This guidebook focuses on value creation through data governance rather than capturing its value. This choice is made deliberately because, as an internal process to an organisation, data governance can be supported by common best practices and recommendations whereas value capture as part of a particular business model is intrinsically unique for every organisation.

Figure 1. Data Governance model in context. Source: Authors
Figure 1 depicts the scope of the document in terms of internal and external value capture as well as the relationship of the model to its context. The key elements of context directly supporting the data governance model and discussed in this guidebook are:

- **infrastructure** that provides basic information technology tooling for manipulating, storing, and transferring data,
- **risk and security** that links the model with the safety requirements as well as dangers commonly linked to data processing and
- **legal and organisational** context, that provides the model with organisational support. These context drivers are only discussed in this guidebook to the extent they shape and influence the data governance model and its implementation.

1.4. How to read the guidebook

This guidebook is intended as a domain-specific data governance handbook applicable in the European Union context. It builds on top of resources such as Data Management Body of Knowledge (Dama International, 2009) and other sources, referencing and re-using them to minimise duplication.

The guidebook is structured based on the methodology described above and depicted on Figure 1. In this approach, **data governance is seen as a feedback loop creating value for the organisation** through gaining control over the data an organisation handles and directing that value back at fulfilling a data strategy. Control over the data is enabled by people, processes, and technology and, in turn, enables data to be consciously managed. Data management leads to value creation enabling further investments into people, processes, and technology of data governance.

Explanation of the elements of the model form the first part of the guidebook with dedicated focus on data strategy and business value. Although the following sections can be read in isolation, familiarising oneself with the first part not only allows the reader to place the rest of the guidebook into a context but provides a mental model for thinking about data that can be used to solve problems not described in the current document. The first part of the guidebook seeks to answer the following questions:

- What function could data play in an organisation achieving their strategic goals, i.e., what is the business value data can provide?
- How to go about implementing that function i.e., what could a data strategy look like?
- What are the key interlinked concepts in deriving value from data i.e., what are the elements of implementing the data strategy?

The second part of the guidebook provides practical insight into how to implement the model in an organisation. In addition to explaining how a reader might utilise the model, the
boundary between elements of the model and the surrounding context (in terms of structure and processes not covered by the guidebook) is given. The second part of the guidebook answers how an organisation would go about implementing described data governance model.

Both parts are divided into chapters. For an easy overview of the longer sub-chapters, we have created summaries and lead questions that your organisation could use for self-assessing the status of data management. The appendices contain tools for self-assessment and a model template for user’s consent on handling personal data.
2. Business value

**Summary:** Business value can be derived from data and its reuse. Costs can arise from data obtainment, risk materialisation, risk mitigation, and resource management (infrastructure, people, improvement cycles).

**Lead questions:** How do you identify and generate value from data? How do you ensure that you will progressively eliminate inefficiencies and thus excessive costs? How do you ascertain a high level of data quality?

In business, value is simply defined as the difference between benefits provided and costs incurred. The same definition is used by DMBOK to describe the value to be gained from data management (Dama International, 2009). This fundamental understanding should drive all data governance activities, regardless of the methodology used or the business context: data governance is not a goal to be achieved for its own sake, rather should it drive tangible benefits that outweigh the costs incurred.

Value can be created in numerous ways not all of them being desirable or suitable in each context. It is the role of the data strategy, described in the next section, to define which benefits an organisation aims for and how it should go about achieving these. This in turn determines the types of costs involved.

In the following, let us look at various costs associated with data governance and the benefits that might be possible to reap.

The main types of costs associated with data governance are:

- **The cost to obtain** the data. Depending on the context, these costs could vary significantly. Collecting data from its users might be the main thing a start-up does but data can be a by-product of some business process not necessarily geared towards data collection. The cost to design, build, market and operate an app collecting behavioural and physical data from the users is an example of the first type of cost and visitor data from a website is an example for the second.

  Bear in mind, that the costs of simply ending up with a dataset is but part of the total cost to obtain it. Typically, obtaining data also involves making sure the process is fully legal in the legal context of both the end users and the organisation obtaining the data and that the data is both semantically and technically suitable to be used for value creation.

- **The costs of risk materialisation.** When risks materialise, they, by definition, incur a cost for the organisation. However, most risk management frameworks do not deal with the costs but with the more general concept of risk impact. The reason for this distinction is, that risks can be existential in nature: when these materialise, the organisation ceases to exist and, depending on the legal structures used, stakeholders might be left legally or financially liable.
For example, leakage of sensitive patient data might lead to legal proceedings as well as revocation of the license to operate and lost datasets might not be possible to replace or recover. For these types of costs, the costs of mitigating the risk beyond reasonable likelihood should be used instead. When involving risk materialisation costs in the data governance cost structure, the cost of risk materialisation should be multiplied by the probability of risk materialisation within a given timeframe. For example, when something bad is likely to happen once every five years and cause 100,000.- worth of damage, its annual cost is \( \frac{1}{5} \times 100000 = 20000 \).

- **The costs of risk mitigation.** The second half of the risk-induced cost of data governance is the cost of mitigating the risks involved. With risk mitigation costs, two key things should be kept in mind. Firstly, the cost of mitigating the risk should not exceed the cost of risk materialisation multiplied by the chances of it happening. For the risk used an example above, for example, it would make no sense to spend more than 20,000.- in trying to mitigate the risk as it would be more efficient to absorb the risk materialisation cost. Secondly, no risk can be entirely mitigated as mitigation measures create new risks or there is some residual risk elimination of which is prohibitively expensive. Therefore, the cost of data governance includes both risk mitigation and risk materialisation costs.

Observe, that risks often involve secondary effects like impact on reputation, that might be difficult or impossible to convert to financial figures. This is especially the case in healthcare, where patient health and safety might be at direct risk. While direct costs of losing patient data might be relatively low, the impact it has on consumer confidence might significantly slow business growth and thus have a significant secondary impact.

- **The cost of data improvement.** While a dataset is stored in a computer system somewhere, the world around it keeps on moving and thus the dataset slowly but surely gets out of date. Also, investing into fixing data quality issues, enriching datasets with additional facts, or even gaining an understanding of the quality levels a dataset has might allow for more value to be gained from the data and thus might be worthy investments. All these activities incur a cost that, fortunately, are relatively easy to assess compared, for example, to the risk-related costs of data governance.

- **Costs of people, processes, and technology.** As implied by the data governance model described above, successful data management involves being able to control the data which in turn requires people, processes, and technology. Regardless, however, of what precisely is undertaken to gain control of the data an organisation processes, these activities require significant investment.

- **Infrastructure costs.** Obtaining, storing, processing, and destroying any electronic data involves computers doing work. These computers require capital investment to acquire, are picky about their physical environment and require human resources to manage properly. In the modern world, the infrastructure costs are either mostly or entirely hidden behind a bill from a cloud service provider. It can pay off to look at the infrastructure used and consider alternatives be it changing your system architecture,
training operational staff, or switching providers which can all significantly reduce the infrastructure costs of data governance.

- **Data management** costs are potentially the highest cost factor of data governance and the ones most difficult to quantify reasonably. These costs are incurred through the process of actively managing the data to generate value. The main difficulty here lies in the fact that often data management is what an organisation *does* and so data management costs are deeply intertwined with the costs of running the business. It can be quite complex to determine, to what extent an activity is performed simply to keep the business running and to what extent should its costs be allocated to data management.

To cover the costs described, data governance should also deliver some benefits. These can be divided into direct benefits, where data is directly utilised for value delivery and indirect benefits, where data is used to aid another business process. Using heart rate variability data to calculate the recovery status of an athlete is an example of direct benefit data delivers while using the exercise data to determine if an athlete should be advertising biking or running shoes, is an example of indirect benefits.

Finding innovative ways to extract direct benefits from data is the crux of developing most digital business models whereas indirect value can be trickier to identify. The following list is by no means exhaustive but can serve as inspiration to find additional ways data can deliver benefits:

- **Waste** of limited resources or time is one of the key sources of inefficiencies of business processes. Often, these processes generate heaps of data that can be analysed to find and eliminate points of waste. Data can help improve the outcome by avoiding mistakes or serving as input for automation but can also underpin business process re-engineering efforts by providing insights into the process flow. For example, data on patient journeys through the healthcare provider can be used to identify unnecessary roundtrips and spots where better triage can help optimise the use of scarce resources.

- Identifying **stakeholder needs** is where data can provide the most secondary value as entire industries have sprung up around unmet needs identified using large-scale data analytics. Detailed analysis of customer behaviour correlated with other data sources can help uncover patterns indicative of unmet needs. For example, analysis of cases where people have not completed their treatment can indicate deficiencies in the treatment processes or uncover additional services that could help the patient stay on track.

- Better **decision-making** is an often-cited but complex area where use of data can be beneficial. While the relationship between raw data and human behaviour in general is not clear, the data-information-knowledge-wisdom pyramid (Figure 2) is a common framework for relating data to higher-level decision-making. In this framework, data serves as a foundational element to a complex process leading to a wide range of
inputs to a wide range of decisions from tactical to strategic and from deeply personal to impacting large organisations.

- All economic endeavour includes inherent risks and data can be hugely beneficial in both identifying risks as well as developing mitigating measures. In addition to economic risk, there is a safety risk involved in any non-trivial system from a piece of software in a smartwatch to an operating theatre bustling with human and technical activity. Here, too, data can serve to identify safety issues, predict their occurrence, and implement countermeasures. Finally, there is operational risk in any complex business process from fraud committed by partners to cybersecurity risks involving patient data. It is no surprise, that data generated by the business processes can be utilised to understand and mitigate these risks.

Figure 2. The data-information-knowledge-wisdom (dikw) hierarchy. Source: authors.
3. Data strategy

**Summary:** Strategy is defined as a mental model that guides extraction of the given business value and is fundamentally seen as a set of brief principles guiding everyday work at the organisation. In the context of health services, the data strategy must be linked to the legal context of its implementation as well as the strategy and culture of the organisation implementing it.

**Lead questions:** What are the frameworks and regulations within which you will operate? How will you demonstrate compliance with them? How fast or slow is your ideal innovation cycle and how will your answer shape the structure of your organisation?

An approach to strategy has been chosen for this guidebook that best fits the data governance framework used. In the model, business value determines the function of the activity, what are we trying to achieve. This is the role of the data strategy: to set forth the way the desired business value from data should be created. To illustrate this role, let us consider fever. There are many ways to deal with it from simply letting the body do its thing to cooling the body from the outside to using drugs to reduce the temperature. Which one is the most appropriate in a given situation is determined by the treatment strategy of the clinical expert.

Regardless of how an organisation thinks about data strategy, it needs fit into its context in two ways. Firstly, the strategy must fit the legal context - comprised of laws and regulations, contracts with stakeholders, constitutional documents of the organisation, etc. - an organisation operates in. For example, a strategy expressed as "obtain as much data as possible by concealing the purpose of its collection from the data subject" is very unlikely to succeed as the GDPR takes a rather dim view of such endeavours. Secondly, the data strategy must fit the organisation in terms of its culture. Peter Drucker has said that culture eats strategy for breakfast, meaning if a strategy runs afoul of the core beliefs and values of the organisation, it will not be executed upon regardless of the managerial pressure applied.

As with strategy itself, there are many approaches to articulating strategies. Data governance is a distributed and multidisciplinary activity by nature. Also, while data governance can be strategic in nature to the organisation, it relatively seldom receives attention from the top executives of the organisation. Thus, the person responsible for developing and executing the data strategy frequently lacks formal authority and relies on "soft power" instead. In this context, strategy should be possible to be distilled down to a few elements all stakeholders can agree upon and use in their work without much central coordination. Gadiesh and Gilbert describe such a model in their article "Transforming corner-office strategy into frontline action" (2001). In their view, it should be possible to distil a strategy down into a relatively small set of principles that:

- Forces trade-offs between competing resources. Example: principle "we do not own servers" forces a trade-off between the risks of cloud computing and the cost of developing infrastructure
• Tests the strategic soundness of a particular action. Example: principle "the legal basis of our data is rock solid" prevents an organisation from obtaining data from dubious sources, allows to validate usability choices when acquiring customer consent, dictates legal language in the terms of service etc.

• Sets clear boundaries within which employees operate and experiment. Example: the principle "we never risk the confidentiality of customer data" sets clear boundaries as to whether data can or cannot be anonymised, where it can be stored, how it can be handled and enables the employees to take responsibility for risks, for example, in terms of availability of customer data.

3.1. Basic principles

A data strategy should:

• Clearly state the time horizon an organisation defines as the "future". This provides the organisation with a clear sense of how far into the future they should be looking when planning infrastructure or making technical decisions. This is not to be confused with the time horizon of the strategy itself: a five-year strategy can define a one-year time horizon to emphasise flexibility as well as a ten-year time horizon to guide the organisation towards stability. Especially tools and technology choices can depend heavily on whether the organisation in question is a start-up iterating fast i.e. everything will be rebuilt every six months or a mature business looking to capitalise on stable robust data infrastructure for years to come.

• Address the FAIR data principles in the context of the organisation clearly stating how each of the principles will be followed and to what extent. This relates the data strategy to the wider context of how health data is seen in a wider community of data consumers. FAIR data principles are a set of guiding principles to make data findable, accessible, interoperable and reusable (Wilkinson et al, 2016).

• Establish the risk appetite of the organisation in terms of data processed. This allows the internal stakeholders to have a well-defined shared notion of the level of necessary risk mitigation measures easing their implementation across the board.

• Define the regulatory context the organisation seeks to inhabit. While compliance to applicable regulation should never be an acceptable risk, organisations often can change their behaviour in effect changing, which parts of the complex global network of regulations they are subject to. For example, an organisation can decide not to collect data subject to especially draconic requirements, can limit their userbase, choose the physical location of datasets etc. This is especially true in the health and care domain, as health data is recognised as sensitive without a global consensus of what degree of sensitivity requires; while the GDPR has assigned it a “special category”, the legal status of health data and who can use it differs drastically around the world. Having clear boundaries would allow internal stakeholders to avoid
accidentally overstepping boundaries yielding minor local gains at the expense of significant compliance impact.

- Define the desired process maturity of the data governance processes. High levels of process maturity (Figure 3) can decrease flexibility and increase overhead while reducing risk and increasing predictability. Each organisation needs to clearly define their desired balance between up- and downsides of highly mature processes. For a fast-growing dynamic start-up low process maturity can be a valid strategic choice as innovation stemming from inherent unpredictability can be more valuable than risk reduction. For an established highly regulated provider of healthcare services handling large amounts of sensitive patient data on the other hand, a very high maturity level might be a prerequisite of obtaining the necessary certifications and licenses. The question of process maturity is closely linked to the time horizon in which the organisation operates: high-maturity processes seldom yield short-term benefits.
4. Data governance model

**Summary:** Data governance is all about the process of managing various aspects of data within an organisation – from availability to value capture to security. In fields as complex as health services, the interdependent players need a strong data governance framework to help them direct their efforts in a purposeful manner.

**Lead questions:** What mechanisms can you develop to avoid under- or over-investing into areas like innovation and value capture? How does your data governance model have to evolve as the degree of data maturity inside your organisation rises? How big is your organisation’s risk appetite and how does this affect your governance?

The data governance model depicted on Figure 1 consists of several interdependent elements creating a feedback loop that, when executed properly, should allow for a sustained growth in value derived from data management. Internal value capture directs business value generated by data management towards investing into people, processes, and tools. These in turn allow the organisation to take control of the data flowing it and, as a result, manage the data. Data management allows the organisation to create value for external stakeholders, that can be captured and directed towards further investment via value capture closing the loop.

It is important to note, that for the model to function, all its elements must be in place and the loop must close. Failure or success of each element has an impact on the usefulness of every other element. Data management without having control over it (including having knowledge of what data is there to be managed, being able to access or move it, etc.) is resource-intensive and can only yield limited benefits. Data control in turn requires the ability of an organisation to invest into the means of doing so.

Also, even if all the elements are in place and link together, the cycle can take time to gain traction. After all, in the beginning the organisation might not see much reason to invest into tooling or people and so the gains from early data management practices are low leading to only slow further investment into data management. Given the common annual budgeting cycles it can take several years before sufficient benefits from data management materialise and can be directed towards creating a serious attention to gaining control of data and extracting value from it. Thus, patience and readiness to wait out the slow first third of an exponential growth curve are necessary for the model to be thoroughly implemented.

As all processes require constant control, so does the process the model describes. Its behaviour and outcomes should be constantly assessed with adjustments being made as necessary.

4.1. Internal value capture

In management theory, two separate value-related processes are considered:
• value creation, that describes the way an organisation creates value by utilising the resources at its disposal

• value capture, that describes the process an organisation turns the created value into further resources

Value capture can in turn be separated into external and internal value capture with the former allowing an organisation to convert value created for outside stakeholders into input to the organisation and the latter directing the flow of that input within the organisation. Thus, internal value capture is a process by which business value is directed towards people, processes, and tools for data control. One can think of this as the process where some of the profits gained are invested into the manufacturing base in the hope of further increased profits.

The process is necessary, as typically value gained from data management materialises in a different part of the organisation than sees the budget line of expenses allowing for that value to appear. For example, the development team of a popular mental health support app might see all the revenue from app sales and be tempted to invest all of it into gaining additional app revenue while forgetting the data science team working on the AI powering the app.

Also, naturally, a business might both under- and over-invest into creating traction in the data management area: it might seek to invest into other business endeavours or tap additional sources of capital to boost strategic progress in the data management field. That said, a sustainable data management model keeps a healthy portion of the value gained from data constantly flowing back into maintaining and improving data management elements while also generating surplus value for the organisation in general.

4.2. Data management elements

Summary: This section details the three key elements of data management: people, processes, and technology. It ties together topics as diverse as business culture and values on one hand, and legal processes and technical tools for data management on the other.

Lead questions: Are your organisation’s and employees’ culture and skillsets conforming with your internal processes? Which tools can help you create a shared understanding of the tasks at hand, e.g., a business vocabulary handbook? How do you plan on improving your data governance maturity over time? What kind of data tooling will your business model predominantly require and how do you intend to sustain it?

4.2.1. People

The first and primary prerequisite of gaining control over the data of an organisation is having people who have the necessary soft skills – gained through personal development – and hard skills – acquired through study or training to do so and are also motivated and organised to perform the related tasks. A well-led group of motivated and smart individuals moving towards a shared goal can develop the necessary processes, adopt tools and technology, or
even develop necessary skills. Adversely, no number of processes and tools can make a weak team perform truly well.

There are four key areas to consider when developing people in the context of data governance:

- **Culture and values.** To be able to devise and execute a data strategy in terms of people, processes and technology, a set of shared values and a strong positive culture is very much necessary. Such a culture would often reward employees and create an environment where they can develop and operate at their full potential. There is, however, no single kind of culture that would guarantee success. Every organisation has their own strategy, their own history, and their own goals: good culture is whichever culture helps the organisation in executing that strategy, achieving these goals, and coming to terms with the history.

- **Competences.** Data control and management assumes a level of both soft and hard competences that need to be actively developed. In general, an organisation engaging in a as complex of an endeavour as data management, should have a robust competence model in place describing functional and core competences needed for the execution of organisational strategy. To this model, the needs of data management add mainly functional competences of working with data and doing so safely and securely. Also, as dealing with data is commonly a cross-disciplinary activity, the ability to work well across disciplinary and organisational boundaries becomes important.

- **Organisation.** Competent people with aligned values need to be organised in a fashion that allows these competences to be meaningfully applied to gain control of the data and to manage it effectively. All these models can be useful if the choice is made and communicated deliberately while taking into consideration the overall structure of the organisation in question and the main business processes being executed.

- **Leadership and management.** None of the elements described above are guaranteed to arise spontaneously when a group of people is told to "get a grip on the data". Data management in any organisation requires specific planning, leadership, and coordination in the sense of managing the people involved. In the ideal case, these form an integral part of organisational structure. In particular, the role of the leader is to assure strong positivity of the culture while assuring the team members involved have a realistic understanding of their competences with enough motivation and resources to develop these in the desired direction.

4.2.2. Processes

To organise the people involved in data governance in general and gaining control of data in particular, a set of processes is required. Typically, all organisations have the requisite processes in place to some extent, but these might not be suitably mature. In the software world, a capability maturity model is typically used to assess the maturity level of a given
process: a higher maturity level indicates a more robust and adaptable process more likely to fulfil its role in the data governance model described in this document.

Higher process maturity is also associated with lower risks. (For example, there is a smaller chance of someone forgetting a laptop with patient data on public transport, when the process of handling said data is well-defined and strictly enforced.)

On the other hand, higher process maturity increases overhead and can reduce flexibility. It is therefore of paramount importance, that organisations have a clear understanding of both the current and desired maturity level of their data governance processes.

Figure 3. Outline of the capability maturity model.
Originally developed at Carnegie Mellon University and now administered by the CMMI Institute
In general, data governance processes can be divided into three main groups:

- **Organisational processes** focused on the way the organisation interacts with the data
- **Data-focused processes** that deal with the data directly
- **Metadata process** that handles data about data

Organisational processes enable data-focused processes by providing a conducive context for them to perform. Also, the metadata process applies both process groups to the data generated by data-focused processes: metadata is also data requiring a set of data-focused processes supported by organisational processes and generating its own metadata.

The main organisational processes are:

- **Legal** processes, that assure the legal basis for holding, sharing, and processing data is legally sound.
- **Risk management** processes, that assure the risks stemming from data governance are suitably managed and monitored with mitigation measures and incident response plans frequently tested.
- **Compliance** processes, that assure the data governance implemented by the organisation is compliant with the relevant regulation.
- **Data control processes**, that revolve around actively managing elements of data control (See 4.4).

These organisational processes focus on making sure things happen rather than making things happen. Risk management is about knowing and monitoring the risks involved, not mitigating them, for example.

Data-focused processes depend on the lifecycle stage the data is in. The data lifecycle is depicted on Figure 4.

The main data-focused processes are:

- Data architecture describes the structure of an organisation's logical and physical data assets and data management resources. **Data architecture management**, therefore, encompasses the process of actively making decisions on the elements of this structure as well as their relationships.

- **Data quality management** provides a context-specific process for improving the fitness of data that’s used for analysis and decision making. This process generates metadata on the quality of data items and uses these as input to various activities to improve data quality.
• Data tracing is a process for generating metadata on data lineage (i.e., the sources and sinks of data connected by paths data items take through the organisation) and lifecycle (i.e., what are the stages data items go through between being acquired or created and being destroyed).

![Data lifecycle key activities. Source: Dama International, 2009](image)

4.2.3. Tools and technology

Firstly, to implement any tool correctly, the business process vision behind it must be understood. Although tools can have many uses, chances are a tool is best used for what it was designed for. In the fast-developing world of data management, many available solutions are built by an organisation to solve their specific problem in a specific fashion, so the tools become opinionated.

Secondly, avoid the downsides of combining adoption of standard tooling and development of custom solutions - adopting a best practice and then forcing it into a shape the organisation decides it needs. This negates all the effects of the best practice embedded in the tool while incurring costs of custom solutions without the flexibility.

There are four main drivers that define the nature of the tooling an organisation might need for data governance:

• The level of control desired. As explained below, there is no single level of "control" over data and the decision "to what extent do we need to be in control of our data?"
is of strategic nature. However, that decision has a direct impact on the tooling implemented. An organisation with minimal control needs will also need minimal data governance tooling while an organisation seeking near-complete control over their data assets is going to require a lot more sophisticated toolchain.

- **The processes in place and their maturity.** To achieve highly mature processes, these processes need to be measured and adjusted. This creates data and is difficult to achieve without dedicated tooling. Also, data-focused processes typically require their own dedicated tools to be executed.

- **Data management needs.** Direct value creation often also has specific needs towards data control tooling. For example, data analysis in conjunction with strict privacy rules creates a requirement for a complex cryptographic privacy-preserving data analysis framework while the need to manage a large set of consents from data subjects requires high-quality data lineage tooling linked to consent management.

- **Data strategy.** Different aspects of the data strategy from risk appetite to time horizon directly influence the choice of tools and technology for data governance. Time is a particularly important factor as the trade-off between being able to move fast and being able to rely on a solid foundation is particularly difficult in the context of tools and technology.

Tools and technology for data governance can roughly be split into the following three categories:

- **Process tooling,** that supports data governance processes. These tools support data architecture management, data quality management, data mapping, metadata management etc. processes and can range from simple spreadsheets to sophisticated software solutions tailored to the organisation. Collaboration platforms like Confluence or Sharepoint are a good example of process tools suitable for many kinds of processes from knowledge management to defect tracking while a dedicated tool like SAS Metadata Server is focused solely on metadata management.

- **Data access tooling,** that support storage and processing of data. These tools solve the technical obstacles of storing large amounts of data in line with the risks present but also allow this data to be accessed in ways the organisation needs. Databases, be it relational, object-based, or graph-driven are good examples of data access tooling.

- **Data protection tooling,** that supports protection of data processed by the organisation. These tools typically are integrated to either process tooling (data access rights, for example, are part of metadata) or data access tooling (generation and lifecycle of API access keys for external data access or handling encryption of data at rest, for example). There are, however, cases, where data protection requires dedicated effort that is separate from both process support and data access. For example, encryption solutions perform sophisticated manipulation of data that serves the sole purpose of data protection rather than supporting a particular business process.
4.3. Control

**Summary:** Management of any object requires the ability to control that object, it can be quite hard to shear a sheep without being able to catch or hold it in place. This is especially true for something as impalpable as data. This control is supplied by the people, processes, and technology an organisation possesses.

**Lead questions:** How is data storage and manipulation handled and who is responsible? Which data boundaries are necessary or helpful to establish both within the organisation and in collaboration with external partners? Are different roles and responsibilities related to data control over its lifecycle defined?

Having control of the data means the organisation has the following capabilities regarding data:

- **Create, read, update, and delete.** This provides the organisation with basic tools required for any data management activity.

- **Move** data between places of storage. This allows the organisation to pick the most suitable storage location of the data both in terms of technical requirements like availability and accessibility but also from the perspective of legal jurisdiction (See also 5.5.3 of the Guidebook).

- **Convert and transform.** This allows the organisation to shape the data into a format most suitable for value extraction by, for example, either removing or adding personal identifiers or enriching datasets by linking them together.

- **Decide on data access.** This allows the organisation to fulfil their compliance requirements (in case of regulated data) and provides the basic tools for monetising data access.

- **Control over business processes creating and modifying the data.** Data is always generated by a specific business process, sometimes as a by-product. This data creation process determines the initial quality and properties of the data, and it is difficult to achieve full control over data without the ability to influence the business processes it results from.

There is no such thing as an absolute control over data. After all, there will always be legal or practical restrictions on moving data about and there is an ever-present risk of a security breach denying the organisation the ability to control access to the data. Also achieving and maintaining control over data requires resources.

It is therefore important to understand the level of control required to perform the data management necessary for value delivery and set it forth as a set of realistic meaningful goals. For example, a very strong level of control over data processed might be a prerequisite for...
even gaining access to medical data while the healthcare processes and devices generating the data might be entirely out of control of the organisation in question due to them being operated by the healthcare provider.

The concept of control over data is intimately tied to the concept of risks. After all, information security risks mainly deal with the elements of data control: being able to access data (availability), being able to control data access (confidentiality) and the ability to control the way data is modified or created (integrity). Therefore, a mature risk management capability is a prerequisite for adequate assessment of the level of control an organisation has over their data.

In general, control over data assumes a level of control over the data-related processes of the organisation: the higher the maturity level the higher the level of control.

Achieving control over data assumes deep knowledge about the data. This includes but is not limited to what is traditionally considered metadata. In particular, the following additional knowledge of data is necessary:

- **What data is processed or stored where and how.** This implies control of both functional and technical architecture of the organisation and a deep knowledge of the business processes generating the data.

- **Organisational and data boundaries.** All organisations interact with their surroundings and these interactions commonly involve exchanging data with the outside world, be it the invoices or reports sent to customers or complex machine-to-machine interactions with national healthcare systems. It is recommended to have an accurate boundary document describing all the ins and outs of the organisation from the perspective of data.

- **Data lineage and lifecycle.** As data enters the organisation, it is continuously transformed, moved around, and combined with other data elements creating a complex network of data lineage from which finally value emerges. Knowledge of that lineage network is a prerequisite of being able to control it. In addition, data elements go through a lifecycle that, while containing main elements of acquisition, improvement, and destruction is unique to each organisation in terms of details. Control over data is hard to imagine without control over these lifecycle stages. Data lineage and lifecycle often intertwine to the extent that it is difficult to discuss one without another: data elements might cease to exist or be useful after being combined with others, improvement of datasets often involves changing its lineage, etc.

- **Legal context.** Data as an abstract concept is not commonly subject to legal restrictions. Personal and medical data, however, are commonly subject to severe legal requirements in terms of its processing or even location of the physical devices containing the data. Also, in a complex data ecosystem data often either enters or leaves the organisation under specific legal conditions stipulating requirements to its processing, storage, access, etc. This means having knowledge of the legal context
surrounding each data element processed and the ability to follow that context through data lineage are crucial elements of data control.

- **Quality.** What constitutes data quality depends on uses and nature of the data. For example, blood type of a patient needs to be very accurately recorded and transmitted for healthcare to be safe whereas the address of the patient has little quality requirements for marketing purposes. The same blood type data, however, has much lower accuracy and quality requirements for general data analysis and the address could be required to be very accurate for use in emergency dispatch context.

  Quality can mean trustworthiness, completeness, accuracy (i.e., reflecting reality), adherence to an assumed statistical distribution, knowledge, and level of noise present etc. It is therefore crucial, that the organisation has a clear understanding as well as control of both the actual and required quality levels of the data it holds. This understanding of control is tightly related to knowledge of data lineage, as often data quality is determined at the source.

### 4.4. Management

**Summary:** Data can be managed to create value in a variety of ways and there are different methods to do so. The relationship between data management and risk management is introduced as value creation which is inherently laden with risk. The concept of data quality management is introduced as a key element of data management.

**Lead questions:** How do you intend to classify the different kinds of data that you will process? What is required to make sure that all datasets are treated in accordance with their classification?

The DMBOK provides the following definition of data management:

> Data management is the development, execution, and supervision of plans, policies, programs, and practices that deliver, control, protect, and enhance the value of data and information assets throughout their lifecycles (Dama International, 2009).

This definition fits well with the approach taken in this guidebook as all the previously described steps of the model seek to provide control enabling data management. The people, processes and tools required to establish control over data create an understanding of the object to be managed as well as establishing the capabilities to do so.

Most acts of data management involve moving data through its lifecycle stages. Different types of data have different lifecycle characteristics and therefore require distinct approaches to their management. These differences can stem from both legislation as well as nature of data. Article 9 of the GDPR, for example, lists 8 different kinds of data (including health data)
and describes limitations to their processing. National regulations can have different definitions of data types.

As data can transform from one type to another during its lifecycle (e.g., personalised medical data gets anonymised to be analysed with results published as open data), correct management approaches are applied as these changes occur.

Some main data types relevant to the field of active and healthy ageing are:

- **Health or genetic data** is personal, highly sensitive, strongly regulated in both the GDPR as well as national acts and has high requirements in terms of accuracy. Such data typically enters and leaves the organisation in a very controlled manner being both acquired and handed over or destroyed under legally well-defined circumstances. Management of medical data therefore requires high degree of control over it which, in turn, assumes high maturity levels from both the processes in place to make the data possible to manage as well as the management processes themselves.

- **Personal data** is also personal and highly sensitive but is typically less strictly (and differently) regulated, than health or genetic data. In general, data of this type also requires attention to detail in terms of both acquisition and deletion, as health or genetic data and has similar requirements towards process maturity. However, as national regulations differ in terms of data classification, it is important to ensure the dataset in question is not subject to special regulatory concern.

- **Derived data** is data, that is created by processing other types of data. Derived data includes but is not limited to data created by anonymisation, pseudonymisation or de-anonymisation, results of data analysis, metadata, datasets created by combining multiple datasets etc. The key challenge with derived data is to ensure it is correctly categorised and treated as such.

  For example, analysis of heart rate data (health data) would allow one to derive the number of days a person engages in sports (personal data) whereas the latter can be further be processed to yield mean number of days a person in an age bracket in a country engages in sports per week (could potentially be treated as open data). Also, as derived data is created by the organisation and not obtained either from a data subject or a third party, its processing requires a legal basis either defined in the consent given or the legal framework surrounding the data transfer. The purpose of data processing, as listed in the consent given by the data subject, must cover creation of the derived dataset.

- **Data is commercially sensitive** if loss of any of its security attributes (See Error! Reference source not found.) will lead to financial loss for the organisation. The key difference between commercially sensitive data and other data types (although personal or medical data can certainly be commercially sensitive) is the process focus.
Here, the focus is on risk management in general whereas with other types of data the focus is on managing compliance, oftentimes seen as a sub-activity of risk management.

- **Open data** has many overlapping definitions but in the current context it means data that is publicly available. As opposed to other data types, where eventual destruction of data at the end of its lifecycle must be ensured, open data should commonly be prevented from being destroyed. Also, open data management involves additional aspects like ensuring the license terms are both appropriate and up to date, assuring the technical availability of the data, updating the documentation etc.

Multiple frameworks exist describing the various activities involved in data management. These tend to focus on the level of detail not specific to any domain and are thus outside of the scope of this guidebook. The Data Management Framework, depicted on Figure 5, is one of such frameworks. It splits the field of data management into 10 separate knowledge areas, each connected to the central concept of data governance.

![Figure 5. Data management framework. Source: Dama International, 2009.](image)
Regardless of the data management framework used, two key areas stand out as relevant in the active and healthy ageing area: risk management and quality management.

From one hand, health data is highly regulated (see Chapter 5.5.4) and thus highly risky from compliance standpoint. On the other, any value creation is inherently linked to risks. Also, both potential value of data and the risks related to it are highly dependent on the quality attributes of data. Indeed, data quality is defined as the extent to which data is fit for a purpose while risks are oftentimes associated with loss of certain quality attributes of data. Having higher-quality data makes the dataset both more useful and more risky, as higher-quality data is more useful for both legitimate and illegitimate purposes. Lowering the data quality, however, will both reduce its usefulness and create risks e.g., through incorrect treatment of patients.

Thus, the balance between managing risk (including compliance risk), managing quality and creating value is central to the very business model of an organisation in the active and healthy ageing field. Achieving that balance requires in-depth knowledge of both relevant areas of data management as well as business practices and overall strategy of the organisation.
5. Implementing data management

This second part of the guidebook explains how to practically implement the model described previously explained. All sections in the chapter contain lead questions to enable readers scan the current state of their organisation in a given area.

5.1. Internal value capture

**Summary:** The section provides guidance on how to budget for technology and people for data governance. Relationships between capital expenditure (CAPEX) and operating expenses (OPEX) are discussed in terms of maintaining the systems and the staff involved in operations.

**Lead questions:** Which kind of CAPEX/OPEX relationship does your business model demand? What is the risk appetite and resilience of your organisation, and does it match your investment strategy?

The key goal of internal value capture is to direct a portion of the value captured externally towards developing further capabilities to create that value. The costs and benefits of creating value from data do not necessarily appear together and, therefore, a conscious effort is needed to direct funds towards developing data management elements. The internal value capture process is mostly about corporate finance and is thus comprehensively covered elsewhere. There are, however, two ideas specific to data management that could help make sense of this process and avoid pitfalls.

Firstly, let us consider the relationship between capital expenditure (CAPEX) and operating expenses (OPEX). Capital expenditure denotes one-off investment into things an organisation intends to utilise for long periods of time while operating expenses denote running costs of an organisation like salaries, office costs etc. In case of material assets, the assets are bought using CAPEX, incur only financial amortisation during their use and are finally replaced by new CAPEX. Whether the investments occur every time equipment is replaced or are spread more evenly over time is a question of finance management. In case of immaterial assets like software and data, however, this relationship is much trickier.

As described previously, data needs to be actively managed to yield value and the same is true for software. Thus, a capital investment into implementing new software for data management, acquiring a new data source or, indeed, creating new software creating new streams of data has a direct impact on the operating expenses of the following periods. Software needs to be updated, it requires monitoring it breaks and needs to be fixed, the needs of the customers change constantly over time.

The same is true for data: the processes described above (See 0 and 0) require people to execute and might incur other costs as well. It is therefore not advisable to invest heavily into data management elements without a clear source for the operating expenses. It is very common for organisations to underestimate the costs involved leading to poorly managed
datasets and software tooling that either do not yield a positive revenue stream or even act as a cost centre.

For software, a good rule of thumb is to spend annually about 20% of the original investment. This allows the entire system to be re-built within five years, this roughly aligns with a typical useful lifetime of software. Another approach is to forego CAPEX altogether and establish a stable support team incurring OPEX right away. This avoids the potentially dangerous transition from building to maintaining and assures the system is well-supported from the get-go.

For example, instead of investing 500.000 into building a new system, a development team with annual OPEX of 100.000 could be established right away and expected to release the software as it matures. As data is much more divergent in nature than common software systems, no such rule of thumb can be given for data. Thus, caution is advised when taking on new datasets unless solid prior knowledge of costs of maintaining such datasets in the current setting exists.

Secondly, investment strategies into human capital, the second large pillar of the data management elements, should be considered. One possible set of strategies to choose between is presented below (Philips, 2005). From amongst these, one should be picked and aligned with the overall human capital investment strategy of the organisation:

- **Let others do it.** Bring on board fully trained experienced team members not investing in their development. Replace people as new competences are needed or people seek to develop themselves. *For a knowledge- and data-intensive organisation, this strategy is unlikely to be sustainable.*

- **Invest the minimum.** Bring on board fully trained experienced team members investing bare minimum in their development to assure required staff turnover figures. *This strategy is more sustainable, than reliance on investments by others, but assumes availability of required competences at reasonable cost.*

- **Invest with the rest.** Monitor the market situation and assure to invest into human capital on par with the market. *This helps the organisation align itself with competitors while also creating little incentive for people to leave due to lack of investment.*

- **Invest until it hurts.** Go all-out in investing into human capital hoping for a pay-off in terms of externally captured value. *This strategy assures the organisation has a clear edge in the market in terms of human capital but assumes a relative lucrative business model or continued investments.*

- **Invest as long as there is a payoff.** Monitor the situation and invest carefully into select areas of human capital in line with revenues created. *This strategy assures the organisation is not over-investing maximising return on investment but assumes a potentially unrealistically accurate view of both immediate and strategic potential of human capital.*
5.2. Data management elements

**Summary:** This section seeks to give guidance in implementing specific technologies, processes, or organisational capabilities to allow for gaining control over data. The processes and technology categories and main types listed previously are discussed in some detail along with practical implementation guidance. Also, practical advice is given on how to structure the technology investment in a way that aligns with the architecture of the organisation itself.

**Lead questions:** How are different roles and responsibilities related to data processing over its lifecycle defined? How do you ensure the integrity of data management processes? Which data quality metrics are of particular relevance to you and how do you improve them? What role does metadata play in your organisation and how do you formalise its management?

In terms of organisational capabilities, an *internal stakeholder* model is presented with different roles like data steward, data protection specialist etc. listed, linked to data lifecycle stages, and supplied with required competences.

5.2.1. People

The leadership aspect of establishing people capabilities to achieve control over data is out of the scope of this document as it does not differ fundamentally from the task of establishing competences and teams for any other purpose. Leadership is also, to a very great extent, a matter of personal style and thus difficult to give specific advice on. That said, there are a few particulars about managing people in the data management context that need dedicated attention.

Firstly, the model presented on Figure 1 is inherently feedback-based: value created is captured and directed towards creation of more value. Also, health care in general and healthy ageing in particular is a dynamic area where new methods and ideas immediately create a need for next ones. Organisations effect a change on their environment and the environment changes rapidly in response. This new environment needs a different strategy, different processes, and different competences to strive in.

Thus, conversely, the better people are at something the faster they need to be good at something else. The organisation’s ability to integrate, build, and reconfigure internal and external competences to address rapidly changing environments is called dynamic capability and any organisation dealing with data in the active and healthy ageing area would do well to deliberately develop these capabilities (Teece et al., 1997).

Secondly, as data moves through its lifecycle, it requires different competences. Sharing data assumes different competences (developing an API, working out license terms, monitoring usage) from acquiring it from customers (developing a user interface, working out consent management processes) from destroying data (deep knowledge of hardware or cloud environments). Furthermore, importance of various roles (both legally mandated and
required by the business processes) changes along with the changing needs for competences. To maintain this complex setup, an organisation should seek to maintain a good understanding of which people with which competences are fulfilling which roles even when the organisational culture leans towards less formal and less centralised person culture. As the number of both roles involved and competences needed with the growing business complexity, so does the number of people who focus on data management.

Various sources list roles related to data governance and management, both technical and non-technical. As a rule of thumb, all roles should provide more value than is the cost of manning them plus the cost of complexity they create in the organisation. While complexity tends to grow exponentially alongside team size, complexity-related costs tend to grow even faster. Ultimately, however, there is no objectively useable method for measuring and anticipating this area of organisational costs. Special caution should be exercised around "architect" or "administrator" roles as such roles tend to effect change through other roles which makes assessing their applicability difficult.

Combining regulatory requirements with best practice and practical needs of data governance, the following list of roles is likely to cover the necessary functions. Roles do not have to align with people: a person can successfully execute multiple roles (within reason) and one role can be implemented by several people.

- **Data steward** knows everything about data and is responsible for it. Typically, the data steward is also a subject matter expert representing an understanding of value created.

- **Data architect** designs systems, software and processes for data processing and relates the data architecture to the overall enterprise architecture.

- **Compliance officer** (also Data Protection Officer) is responsible for ensuring all data processing in the organisation happens in compliance with the relevant regulation.

- **Legal officer** is responsible for ensuring all data-related activities have a solid legal foundation.

- **Security officer** is responsible for ensuring availability, confidentiality and integrity of the data based on agreed-upon levels.

- **System engineer** is responsible for building and operating software and hardware systems processing the data.

- **Data scientist** is responsible for the mathematical aspects of data processing.

Figure 4 relates the data-related roles to data lifecycle stages using the RACI model, where R denotes responsibility for data in this stage, A denotes accountability for making sure all data-related activities related to the stage are properly executed, C denotes a consultancy role and I a role that is informed about activities related to data at a given stage. The table is driven by formal definition of the roles and, of course, practical responsibilities of the roles.
can differ. It is important, however, to ensure all stages have exactly one role accountable for it.

![Table 1: Responsibilities of data-related roles towards data lifecycle stages. Source: Authors.](image)

### 5.2.2. Processes

#### 5.2.2.1. Organisational processes

For legal processes the key recommendation is to start establishing these as early as possible in the process of setting up the data governance framework described in this guidebook. Quite often, legal processes are seen as a necessary evil to be bolted on to existing business processes. This will lead to frustration on both sides as well as diminish opportunities in process development. As described above, a successful data governance setup is an optimal balance between multiple conflicting factors. Since many of these factors are of legal nature, designing legal processes alongside the other data governance and management processes with both supporting each other would benefit finding that optimum.

Oftentimes, all that data-driven organisations do is data governance. However, the data governance model this guide describes can also be operated by a smaller section of a large organisation: a hospital might have a department offering data-driven care services or an insurance provider might have spun off their data analysis department. In such cases, it is
highly recommended to link the risk management processes of the smaller organisation with that of the larger. A small team might not have the resources or the competences to engage in thorough risk management and the larger team can be tapped for support. And the risk folks of the larger organisation are likely to be happy to have a part of their risk portfolio under better control.

Regardless of how and by whom risk processes are designed, they should always involve regular testing of risk mitigation measures. Data flows of a dynamic organisation can easily be, at least partially, out of control and predicting which parts of the complex system are critical to the functioning of the whole is also tricky. Therefore, a routine testing procedure should be in place to test the system in various failure modes to understand, what parts of the data flows are not well maintained and whether these are critical to the overall system behaviour. Two types of testing are highly recommended:

- **Penetration testing**, where an external actor attempts to gain access to key systems of the organisation in live production environment. This testing method is preferred over static code analysis, system analysis and other methods (that of course have a purpose and should be performed, as necessary) as it provides concrete evidence of significance of vulnerabilities rather than a theoretical argument that can easily be contested.

- **Recovery testing**, where loss of either the entire information system or key parts of it is simulated with recovery attempted according to the pre-defined plan. Mere existence of a backup is not sufficient if the backup is stale, cannot be accessed, does not include required parts of the system, or takes unreasonable effort to deploy. Again, the goal of this testing method is to replace theoretical musings of a plan with concrete evidence of the crown jewels of an organisation being recoverable in case of catastrophic failure.

The risk processes in place in a data governance context should consider the inevitably high complexity of the system at hand. For complex systems human error and unfortunate alignment of several minor failures is a common source of a catastrophic failure. Also, such systems drift into unsafe states as the risk control processes themselves decay or separate from the reality over time. To handle such systems, a safety model called STAMP (Leveson, 2016) has been developed and should be taken into consideration when designing risk processes for data-intensive complex systems.

Compliance processes stem from a strategic decision an organisation makes about what they are compliant to. As stated before, being non-compliant to a regulation is not usually a worthwhile risk to be taken. But the organisation certainly can decide if they want to engage in activities subject to regulation. Among the vast array of decisions that will inevitably impact the compliance exposure of an organisation are questions such as which infrastructure provider to use, which server locations to use, which customers to serve, where to incorporate, what data fields to collect etc. Whereas in many organisations these decisions grow organically out of product decisions, they should be made explicit and clearly acknowledged as having a strong strategic impact.
An organisation can also stipulate compliance-driven limitations to activities in their business or data strategy. Another approach is to limit expensive and complex compliance exposure to a part of an organisation. One can for example imagine a dedicated subsidiary of an organisation receiving and analysing patient data and presenting the rest of the organisation with processed results that are sufficient for the core business of the organisation but are not subject to audits, heavy supervision, certification etc.

In an international environment, the question of regulatory priorities often arises. Even in EU, where data protection is regulated in an overarching manner, protection of health data is regulated by each country individually. It cannot therefore be guaranteed that any combination of the data subject, physical processing location, incorporation location, healthcare provider legal status and location etc. can be clearly resolved to a single regulation of a country. Thus, it is possible for different regulations to be in conflict. And, therefore, a clear process as well as capabilities must exist to make an informed strategy-aligned decision about which regulation to prioritise.

Even if various regulations are not in conflict, it can be complex to track, which data elements in which stages of their lifecycle are subject to which regulations of which countries. Therefore, it is advisable to link compliance processes with data mapping allowing to assure compliance based on not only data type but also attributes of data lineage such as location of data subjects, source of data, physical location of servers involved, types of operations performed etc.

Data control processes are basically about making decisions based on metadata and about metadata effectively answering the question of whether metadata indicates data to behave in an optimal manner and do we know enough about our data to make that decision. One approach to data control is to focus on system boundary having processes in place to maintain a clear understanding of all the ways data enters and exists the organisation. This allows a good perspective on data within the organisational perimeter in turn allowing to establish processes to control it.

In achieving control over data, risk management can be a useful and well-described resource if clear understanding of the level of control over data exists and is provided as input to risk process design.

5.2.2.2. Data-focused processes

The two main data-focused processes are data architecture management and data quality management, both of which will be discussed below.

Data architecture defines the blueprint for managing data assets by aligning with organisational strategy to establish strategic data requirements and designs to meet those requirements (Dama International, 2009). This implies a separation between the model (i.e., the description or blueprint) and the actual implementation (i.e., the way data assets are managed). However, making sure that the blueprint does not differ too wildly from what happens in reality is one of the most important tasks of any architect.
Whichever definition is used, the approach taken should not differ significantly from the way the architecture of the organisation is thought about by decision-makers. Although communication is important, the main reason for this is, that it is hard to make conceptually different model align but align they must. Conway's law states that organisations design systems to reflect their communication structure (Conway, 1968). Therefore, designing data architectures not in line with how the rest of the organisation operates will create tension to be released either by implementing a different data flow (potentially causing a departure from the blueprint) or by changing the organisation. The latter rarely happens.

When developing data architecture, one must heed the old maxim, that all models are wrong, but some models are useful. Architects love to design intricate beautiful structures and thus it is easy for them to go overboard with much too complex or detailed models. The target audience of the architecture blueprint and their needs should always be kept at the forefront with things kept as simple as possible. The latter can become an important factor, as an architecture blueprint is a liability not an asset. It requires constant upkeep that the organisation must be willing to pay for (See 5.1.) and the more complex the model is, the more expensive is going to be to keep it up to date and in line with the actual physical reality. Therefore, it is always advisable to err on the side of less detail, when in doubt.

Data quality is best addressed as high upstream, as possible, preferably at the point of data creation or acquisition. This simplifies data lineage management as well as data management in general. If a business process creating the data does not yield high quality data, little can be done downstream to fix it. Also, the question of data quality can become intertwined with business logic of the service offered. For example, if a data subject reports their heart rate to be 688 beats per minute, this is bound to be a data quality issue – the question then becomes whether a later, seemingly more “realistic” data entry, should be interpreted by the solution as a signal about the user’s improved well-being or if the solution takes deviations and input errors into account.

In this, user interface design plays an important role: users need to understand, what data they need to give to generate high-quality data. If a user cannot find a non-compulsory field to fill in, they will not fill it; if they cannot find the button opening another section of the form, they will not fill it in.

For managing data quality, many sets of data quality attributes are suggested by various sources. In addition to picking the ones that best reflect what data quality means for your organisation, all attributes should also be accompanied by specific metrics to enable SMART goal definition. Table 2 contains some examples of data quality attributes and the metrics potentially associated with them.
### Table 2. Examples of data quality attributes and the corresponding metrics. Source: Authors.

<table>
<thead>
<tr>
<th>ATTRIBUTE</th>
<th>SAMPLE METRICS</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consistency</td>
<td>range, variance, standard deviation, fit to a distribution</td>
<td>How stable the data is, to what extent it behaves in a statistically predictable manner</td>
</tr>
<tr>
<td>Accuracy</td>
<td>error ratio, standard deviation, noise levels</td>
<td>How accurately the data reflects the physical reality</td>
</tr>
<tr>
<td>Completeness</td>
<td>% of completed records</td>
<td>To what extent one can expect the required data to be there</td>
</tr>
<tr>
<td>Auditability</td>
<td>% of altered data, % of untraceable data</td>
<td>To what extent the data lineage is under control</td>
</tr>
<tr>
<td>Validity</td>
<td>% of structurally valid records</td>
<td>To what extent data corresponds to the expected structure</td>
</tr>
<tr>
<td>Uniqueness</td>
<td># or % of repeated records</td>
<td>To what extent the data describes unique objects or observations</td>
</tr>
<tr>
<td>Timeliness</td>
<td>mean age of records, time variance</td>
<td>To what extent the data reflects reality rather than the past</td>
</tr>
</tbody>
</table>

Data-focused processes will have to tackle the issue of semantics, i.e., the meaning a given data element carries. A given body mass index can convey both wealth and unhealthy eating habits in different cultural context while "blood pressure" can mean systolic and diastolic pressure measured in different ways. This can make communication difficult both between and within organisations.

To alleviate the issue, numerous standards and ontologies (the HL7 family, UMLS, WHO-FIC etc.) exist to create a common meaning to data, especially between organisations and information systems. Because of the complexity of the field and the inherent vagueness of the concept of "meaning", these standards tend to be complicated and, while often useful, can easily become overwhelming and lead to differences in interpreting the standard itself. It is thus recommended organisations implement the minimal useful semantics-related processes moving forward only with tangible gains in sight. Due to the multitude of the standards and complexity of their implementation, any data sharing plan should also involve a process by which semantic interoperability is assured between the stakeholders.

#### 5.2.2.3. Metadata management

Metadata management is a complex field because of its tautological nature: all data about data (including the results of the data tracing process) is also data and thus subject to the same managerial processes. This includes metadata creation about metadata. Thus, metadata management can be seen as implementation of the same data governance model.
with a different business value definition, strategy etc. Herein also lies a key recommendation on metadata management: assure it creates value and assure some of this value is directed back to developing metadata governance. The tangible benefits of metadata management should always exceed the expense of its creation and upkeep.

5.2.3. Tools and technology

The tools and technology an organisation uses for achieving and maintaining control over its data are very much dependent on:

- The data architecture and system architecture which, in turn, are dependent on the organisational architecture. For example, a siloed organisational architecture might require specific in-house data exchange platform to allow for different siloes to follow their own data management practices while allowing for the whole organisation to both execute its data strategy as well as fulfil its legal obligations.

- Data governance and management processes implemented. For medical applications, compliance processes usually have high importance and thus the required tooling needs to be very capable and potentially bespoke. For data analytics or brokerage organisation, data lineage and integration tooling are of crucial importance and thus need to be extensively developed. One should avoid implementing tools simply because the best practice says so without being able to clearly articulate the benefits delivered (See also the CAPEX vs. OPEX discussion in 0).

One of the key decisions to be made around tools and technology is a build vs. buy decision. Regardless of the circumstance, the combination of the two (acquire and modify extensively) is very rarely beneficial as it combines the downsides of both alternatives with little additional upside. In general, one should build tooling if the organisation has either superior understanding of the business process or is demonstrably capable of building a better tool for the job. In all other cases one should simply acquire the necessary tooling.

The second main decision on tools and technology is the question of lock-in. Although vendor lock-in is a known term, all technology decisions involve locking oneself into a given ecosystem of standards, practices, and stakeholders. For example, an open-source tool can be abandoned by its maintainer and prove costly to replace. Even following a well-known industry standard, like HL7/FHIR will make it difficult to move off it once the decision has had long enough to influence other decisions in the organisation. Thus, tools and technologies should be chosen based on which ecosystems surrounding them provide the best long-term value for the organisation.

5.3. Control

Summary: The section provides practical guidance on implementing the concept of data control described previously. Special attention is given to metadata management and information security along with its sub-domains.
**Lead questions:** What risk management, mitigation and response mechanisms can be applied to your organisation? How do you assess and ensure upstream and downstream compliance, including standard data management requirements for procurement, contracts with vendors, data sharing agreements, cloud procurement, third-party development, and licencing transactions? What mechanisms can you implement to solidify your cybersecurity outlook and strengthen incident response?

5.3.1. Risk management

Risk management is a wide and specialised field often appearing impenetrable to a bystander. Indeed, the following does not seek to provide a comprehensive set of guidance on risk management as, almost always, the best guidance is to consult a specialist. To do so effectively, knowledge of the structure of the field (depicted on Figure 6) is useful.

![Figure 6. Fields of risk management. Source: authors.](image)

Risk management, as a field can be divided up for the context of data governance:

- **Risk management** deals with all risks (including, for example, risks stemming from its physical environment) an organisation encounters. Risk is defined as the impact uncertainty has on goals of the organisation and is measured as a function of probability of the undesired event occurring and the impact of it happening.

- **Information security** deals with risks related to information. Based on the hierarchy presented on Error! Reference source not found., this involves all risks related to data,
but is wider in nature. Somebody determining the number of people in the building by counting people entering and leaving is an information security risk but does not involve data.

- **Data protection** is a field focused on risks around regulated data and is thus adjacent to the field of compliance management. Regulated data is often regulated, because it is of interest to malicious actors, thus the overlap with cybersecurity.

- **Cybersecurity** is focused on information security risks related to malicious actors. Somebody forgetting a laptop with patient data in a bus is a data protection but not cybersecurity incident because regulated data is involved without malicious intent. Somebody stealing said laptop from the office is a cybersecurity incident due to presence of malicious intent. An information system being taken down by a denial of service (DDOS) attack is a cybersecurity but not data protection incident because there was malicious intent, a detrimental effect on information security (more precisely, the availability attribute), and no specific targeting of regulated data.

As per the definition of risk, all risk management depends on the goals of the organisation being well defined. If there is only a vague knowledge of what we’d like to happen, there cannot be specific knowledge of what we do not want to happen. Also, it is important to have the risk appetite of an organisation clearly established to tell acceptable risks from unacceptable ones. Both assume certain maturity, size, and resources from the organisation. As incidents unfortunately do not care about how mature an organisation is, a gap is usually created, where systemic risk management is not yet implemented but there are significant information and data assets present to be protected. In the early stages of an organisation or in strategically challenging environments, it is recommended to focus on data protection and focus on all mandated risk mitigation measures. This provides a stopgap until the organisation is ready to take on comprehensive risk management and mitigates compliance risks from the other.

The risk management process consists of the following steps:

- **Context establishment**, where the goals of the organisation, its environment, assets, level of control over data required, perimeter etc. are analysed. Establishing boundaries of the organisation is a crucial part of context creation as these define the scope of risks to be managed. As an example, there is a vast difference between a policy A that does not allow laptops containing patient data to leave company premises and policy B that extends the boundaries to any system that contains company data, thus leading to regular employee trainings on why they should never leave their company phones unlocked.

- **Risk identification**, where risks are identified.

- **Risk analysis**, where risks are analysed from their probability and impact perspective. Risk relationships are also identified. Typically risks form a tree-like structure, where a single undesired event happening is caused by several risks materialising that in turn require several circumstances to arise.
• **Risk evaluation**, where risks are compared to the acceptable baseline and a priority list of risks to be tackled is created.

• **Risk treatment**, where risk treatment measures are put in place after choosing the risk treatment method from among **avoidance** (decide not to do the risky thing), **mitigation** (decide to put additional measures in place to reduce the probability or impact of a risk), **transfer** (decide to share the risk with somebody else by, for example, getting insurance) or **accept** (decide to do the risky thing anyway to get the benefits).

All steps described above are subject to continuous monitoring and review as well as communication and consultation with the members of the organisation. Regular monitoring ensures risk management to keep on top of inevitable changes in the organisation and its environment.

5.3.2. Information security

The section outlines main approaches to information security (ad-hoc, standards-based, architectural) and refers to main information security standards and frameworks relevant in the health sector. An emphasis is put on the idea of holistic information security: it is the organisation along with its hardware, software, and people, that is either secure or insecure rather than just software. Practical guidance on managing the three aspects of information security (availability, confidentiality, and integrity of data) is given.

Information security in the data governance context can be seen as managing three attributes of data:

- availability (can we access our data?),
- confidentiality (can unauthorised parties access our data?)
- integrity (has the data been changed?).

This implies the ability to measure these attributes for any given dataset as well as desired attribute levels having been set. Health data has commonly high requirements for integrity (changing somebody's blood type can be lethal) and confidentiality with availability varying depending on application area (secondary data analysis can be delayed without consequence while the ER team must have immediate access to allergy records).

The single most important practical understanding of information security is, that security is an emergent property of the entire organisation consisting of people, software and the physical infrastructure containing both. An emergent property is a property that only comes to light when individual elements are combined: both children and hammers are usually considered reasonably safe whereas their combination is not. Therefore, any approach to information security must consider all three elements which organisations are made of, to have a chance of success. For this reason, information security is a leadership challenge first, managerial challenge second and finally a technical challenge.
Secondly, nobody seeks to build insecure systems, neither software nor organisations. It is over time, as both organisations and their environment gradually change that their combination gradually becomes insecure. Therefore, any approach to information security must contain a mechanism for assuring things are secured continuously.

There are three main ways an organisation can tackle information security. Firstly, information security can be based on an established standard. These standards vary in scope, methodology and application area but can allow an organisation to be sure all the necessary boxes have been ticked and prove that to be true via an audit process.

The most common information security standard is the ISO 27000 series of standards, where ISO 27001 covers information security management and ISO 27002 provides security techniques in terms of controls to be placed in the organisation. ISO 27799 applies the latter in healthcare. In addition, IEC 82304 provides requirements to manufacturers of health software products designed to operate on general computing platforms.

Besides ISO/IEC standards, various trade bodies and commercial entities have developed their own sets of standard operating procedures. Most notable of them is the CIS Cybersecurity Framework developed by SANS institute. Finally, many national security standards exist, that are either required in health sector or have special subsections dedicated to it. The two most notable are the Grundschutz and NIST, applicable in Germany and US respectively. Because of their comprehensiveness and versatility, these standards have been applied in other countries in part or in full or have been used as a basis for developing national standards. The main challenge is to adhere to the chosen standard without letting it turn into a formality.

Secondly, organisations can take a simple ad-hoc approach conducting risk analysis and implementing measures based on expert opinions, intelligence gathered and practical needs. The key downside of this approach is, that it is hard to tell, if and how sensible the processes and controls in place are. When implemented properly, ad-hoc information security can be more effective, than any standard implemented blindly. The key question here is, how can the organisation be sure, if theirs is done "properly". Implementation of this approach depends heavily on expertise of the information security personnel in place and the ability and willingness of the rest of the organisation to take their input seriously.

Thirdly, organisations can take the architectural approach focusing on designing organisational systems that are inherently safe. In this setting, the question is not "how can we make system X secure?" but "how do we design a system where security of system X matters the least?". One of the most widely known architecture-driven methods STAMP (referenced above) stems not from information security but from system safety. This method is centred around placing controls around potentially unsafe system components and then placing controls around that considering all the ways in which the controls can fail.

The organisational approach to information security can be applied in conjunction with other approaches as it can significantly ease their implementation by, for example, careful
modularisation of the system in question. Implementing architectural information security implies a reasonably mature and reasonably skilled architecture capability.

5.3.2 1. Data protection

Data protection is, by definition, an area tightly linked to fulfilling responsibilities stemming from applicable regulation. The key regulations in the health sector in the EU context and their main requirements are described in 0 below. While the regulations contain their own principles and requirements, following a few key guiding points will make data protection easier and minimise risk:

- **Always have a legal basis for processing regulated data.** No piece of regulated data should touch the information systems of an organisation without it having a good legal reason to do so regardless of whether it stems from a contract, a consent given by the data subject or regulation. This allows all regulated data to be governed to have a clear set of requirements to which they must be compliant.

- **Ensure downstream compliance.** Whenever data moves between information systems or between organisations, the source of data should make sure the data recipient is equipped (both compliance-wise and practically) to take care of it. Within an organisation, this principle makes sure data lineage is not broken and that regulated data is perceived as such throughout its journey through the organisation. Between organisations this principle protects the data subjects (i.e., customers of the organisation) and allows the responsibilities of parties to be clearly formulated.

- **Assess upstream compliance.** Whenever receiving data from another information system or a third party, the legal basis of data processing, level of compliance etc. should be assessed by the receiver. This allows to reduce errors from misclassification of data and provides a good input for data governance processes including data tracing. However, it also allows for more accurate risk management by identifying incoming data that might have been collected without a proper legal basis, might have been unduly altered etc.

- **Make policies available to data subjects.** Documents guiding data governance in the organisation should be made public and easy to find for current or potential data subjects. This creates transparency underpinning trust between the organisation and the data subjects but also fosters accountability within the organisation.

5.3.2.2. Cybersecurity

Figure 7 depicts main cybersecurity terms and their relationships. The key message here is, that there is a long chain of events leading to a loss: a vulnerability creates a threat that an attacker can utilise to breach an organisation leading to a penetration that, via a compromise, can lead to a loss. From one hand, this means that when a chain can be broken at one point, loss will be prevented. For example, if we can deploy PR function in the right way, it can reduce the number of people willing to conduct an attack and subsequently reduce losses.
From the other hand, there are so many available combinations for each of the links in the chain starting from vulnerabilities, that a successful chain is always likely to be found. This is the reason there are no impenetrable systems. A determined attacker will always gain their prize.

Observe that the links in the chain of loss occurrence are very different by nature, combining disciplines from cryptography and software engineering (vulnerabilities) to communication (either communicating oneself as a target to attackers or not doing so) to economics or politics (the reason a compromise is beneficial to an attacker). Cybersecurity is therefore a cross-disciplinary domain: all training, exercises, incident response protocols etc. should always encompass all the relevant parts of the organisation rather than just technical personnel. No spokesperson ever drawing public ire on the organisation or making statements about the organisation being impenetrable is a very useful cybersecurity measure.

Especially for smaller organisation, it is important to understand the extent to which each link in the chain of loss occurrence can be monitored and incidents responded to. The acceptable risk levels stated should be on par with what the organisation can afford. It is advisable to outsource some of the effort by joining local cybersecurity communities and contributing to joint exercises. As a part of a bigger community, the chances of learning about relevant emergent threats on time or being able to field a breach are much higher as part of a network of trusted specialists.

Although cybersecurity is a complex field, some measures to be taken are specific to protecting health data:

- **Minimisation.** As discussed previously, data is a liability. The less data there is, the less data must be governed and the smaller the risks. Not just data as a whole should generate more value than it takes to govern it, but the same is true for all data elements. Since risk is a significant source of cost, data minimisation is an important cybersecurity measure. It also makes sense to minimise not only the data itself but its usefulness to an attacker. If, for example, there is a need to cluster but not filter data by a post code, there is both no need to store the complete address and the post code can be obscured by a one-way function.
• **Anonymisation.** Anonymisation allows, in theory, to make health records anonymous by removing references to the data subject. Strictly speaking, there are two separate techniques: anonymisation, that removes all references to the data subject and pseudonymisation that replaces the data subject reference using a one-way function. The techniques can be applied if the data does not need to be linked back to its subjects e.g., for use in self-service systems. However, anonymisation does not prevent data from being re-identified by cross-referencing it with other data sources, applying machine learning techniques or using cluster analysis. Therefore, usefulness of anonymisation depends on how the acceptable risk level relates to the belief, that the captured data can be re-identified at any point in the future using any dataset available at that point.

• **Encryption.** Encryption makes data-at-rest (i.e., data that is statically stored) unreadable by anyone without the decryption key. Encryption is a useful technique to protect sensitive datasets but has two significant caveats. Firstly, data must usually be decrypted to be used. Hence, usefulness of encryption depends on the security of all systems that can read the decrypted data. Secondly, an attacker with access to the system can still extract the encrypted data and then proceed to attack its encryption at their leisure. These attempts are likely to succeed eventually, as all cryptography becomes weaker over time – not just because bad actors are continuously working to uncover weaknesses, but also because the computation power of hardware increases exponentially, thus making it more likely for brute force attacks to succeed. Hence, for encryption to be useful, usefulness of the encrypted data must decay faster than cryptography used.

• **Separation.** Separation can be seen as a combination of minimisation and anonymisation: data is split up between several individual systems in a manner that makes the data shards useful for their individual applications but requires the attacker to breach multiple systems to assemble a useful dataset. For example, instead of a central database containing a name, weight, and height of a data subject three separate individually protected databases can be envisioned with one containing names, the other weights and the third one heights of the data subjects. Statistical analysis is possible for both weights and heights of data subjects, but an attacker would need to breach all three systems to gain information on the body mass index of the data subjects.

5.4. Data Management

**Summary:** Data management, especially in a complex environment like healthcare, is not an endeavour limited to a single organisation nor does data management happen in a vacuum. This chapter focuses on main interaction points between the data management structure described above and the surrounding context. In the context of active and healthy ageing, however, several specific infrastructure elements are frequently needed and are thus discussed below.
**Lead questions:** What role can flexible and open data management play in your business model and external relations? How do you best set up data sharing mechanisms? What legal implications can the use of AI have for your organisation?

All regulated data being processed should have a legal basis for doing so. One way to gain that legal basis is to ask the data subject for the consent. According to GDPR, the consent to process data should be given by a clear affirmative act of the user and, if there are several purposes for processing data, they all require a separate consent – see also (European Commission, 2016). To ensure all data items have such a consent attached, to keep track of the different types of consents through data lineage and to allow the data subject to revoke their consent, a consent management system (be it a human-based, paper-based, or digital one) is often necessary. The consent system becomes especially critical, if the organisation allows third parties to access data based on the consent of the data subject.

Such a consent management system can range from a simple database recording consent events to a full-blown consent workflow with complex third-party integrations. From the data governance perspective, the consent system should at the very least allow each consent issued to have a specific identifier, that can be processed along with the data item and provide the facility to confirm validity of a consent by that ID. As consent revocation is a relatively rare occurrence, oftentimes a reverse system is useful, where the consent system broadcasts a list of revoked consents so that data processing systems can act accordingly.

Often, data processors have either a commercial interest or an obligation to publish open data. Open data usually means data that is publicly available without undue barriers for access. This definition does not rule out authenticating counterparts accessing the data nor does it prevent data providers from issuing license terms along with the data. The following principles should be followed whenever publishing open data:

- Conduct a thorough impact analysis on the process of publishing a dataset for assessing the risk and proposing mitigation measures for cases where data can be re-identified at some point in the future, and only publish datasets with a suitably low risk level.

- Always provide a license by combining current best practice in your legal context with your requirements in terms of rights to change or re-publish the data, commercial use of data or the requirement to publish derivative datasets.

- Prefer API-based access to publishing static datasets to ease data re-use and assure freshness of the results.

- Publish thorough documentation on both the API (or file format) and the semantics of the data along with the dataset. Keep the documentation up to date.

- Publish thorough metadata of the dataset including data lineage.
• For open data sets requiring authentication, use standard JWT tokens. JSON Web Tokens are an open, industry standard RFC 7519 method for representing claims securely between two parties.

Sharing non-open data is a subset of sharing open data in a sense that it also involves sharing data with third parties but limits whom the data is shared with. The same principles apply, as for open data, but there are severe limitations caused by the need to firmly secure the data exchange.

Firstly, a standardised data exchange or interoperability platform might already exist in your context, be it a national interoperability platform, a healthcare data exchange, or a combination of both. Use of an existing platform is always preferable to figuring out and operating all the security details like certificate expiry, key rotation etc. Secondly, assure all data sharing has a solid legal basis and that the data recipient has the right to process the data received. This might be necessary to be stipulated in a contract between the parties (see 5.5.3).

To provide a seamless care journey, it is important that relevant technologies in the health and social care system are interoperable, in terms of hardware, software and the data contained within. For example, it is important that data from a patient’s ambulatory blood glucose monitor can be downloaded onto an appropriate clinical system without being restricted to one type. Those technologies that need to interface within clinical record systems must also be interoperable. Application Programme Interfaces (APIs) should follow the Open API Best Practices, be documented and freely available and third parties should have reasonable access in order to integrate technologies.

Good interoperability reduces expenditure, complexity and delivery times on local system integration projects by standardising technology and interface specifications and simplifying integration. It allows it to be replicated and scaled up and opens the market for innovation by defining the standards to develop upfront. (Source: NHS, Digital Assessment Criteria-DTAC)

Artificial Intelligence (AI) is an important way in which data can be managed to create value. The acronym is sometimes also said to mean "Augmented Intelligence" to denote the fact, that the AI is merely an extension of human intelligence and not intelligence in itself. The key properties of AI to be mindful of are:

• AI, as a mathematical construct, is fundamentally impartial, but the training data it is fed, the target functions etc. can be biased either deliberately or by accident.
Al is emergent in nature. Under the hood, it consists of a mathematical structure and a set of parameters continuously adjusted to give the "best" (for some meaning of the word) output for a given input. Thus, the results emerge when two separate sets of data are simultaneously fed into a mathematical structure. The system is usually complex enough for it to be at least somewhat unpredictable as to what the output of the system is going to be for a given input. Also, there is no algorithmic explanation as to why an incorrect result was given. For a regular computer program, the program logic can be analysed, and explanation devised, but for AI we mostly only know that the mathematics yielded an incorrect result for this input.

From the legal perspective, AI requires caution. For example, the GDPR Article 22 requires data subjects not to be subjected to decision-making based solely on automated processing which "... produces legal effects concerning him or her or similarly significantly affects him or her" (European Commission, 2016).

5.5. Context management

Summary: This section offers a brief excursion into surrounding aspects that affect your ability to implement your vision of data governance. These factors include the use of cloud infrastructure, the nature of different risks, and effects of various legal environments.

Lead questions: Do the benefits of cloud infrastructure outweigh the risks for your organisation and associated business models? To which legal frameworks will you have to pay particular attention to ensure compliance?

5.5.1. Infrastructure

Although managing technical infrastructure is not part of data governance in this guidebook, managing data requires significant amounts of infrastructure to process and govern. Modern data management infrastructure is mostly cloud-based. In the rare case private infrastructure is justified, that too will be fundamentally based on cloud infrastructure.

The main benefit of public cloud services is, that they abstract and scale up the unsightly parts of infrastructure management. This can easily lead for the cloud customers to lose sight of the fact that there is no cloud, there is somebody else's computer others area allowed to use. This significantly alters the risk profile of infrastructure. Most of the risks are (usually) acceptable but need to be considered nevertheless:

• The customer of cloud computing is fundamentally not in full control of the data being processed using cloud infrastructure. Since the data is stored on the physical hard drives of the cloud service provider, their employees can look at the data, make copies of it, etc. This includes encrypted data, as all cryptography degrades over time. Organisations should therefore adjust their desired level of data control.
The cloud infrastructure is shared with other tenants of unknown profile. Virtual machine escape vulnerabilities allow the attacker to gain access to the sensitive parts of the operating system running the virtual machine they have access to. This in turn can grant them full access to other virtual machines running on the same physical hardware or, in worst case, on any hardware operated by the cloud provider. Such risks should be considered and mitigated as part of the information security risk management process.

Cloud infrastructure providers are legally complex multinational organisations subject to a bewildering array of rules and regulations. These regulations will inevitably conflict with each other and, therefore, each cloud provider has a mechanism to prioritise regulations to be compliant to. Basically, if regulation A states that nobody should be able to read a file and regulation B states somebody must be able to read a file and both regulations are equally applicable, there is no telling if somebody will be able to read the file or not.

A customer to the cloud service provider has minimal control over and knowledge of these mechanisms. Moreover, because of the legal structure of the cloud service providers, customers do not even necessarily have full visibility on what jurisdiction might potentially apply in each context. Cloud customers can typically choose, which physical locations will store their data and have some control of the jurisdiction applied but further control is commonly not possible. That choice should therefore be deliberate and in line with legal obligations of the organisation.

Cloud infrastructure providers are businesses with their own interests and lifecycles. They go bankrupt, get bought and sold, close non-profitable ventures etc. Organisations should therefore always seek to keep their infrastructure as cloud-neutral as possible and have a well-defined plan for switching service providers. Feasibility of a on-premises backup of all the critical content of the cloud should be considered as an option, as this would allow recovery of data in case of a catastrophic failure on the cloud provider side.

In addition to changes to risk profile of the organisation, use of cloud services creates a need for the process of cloud management. In case all members of the organisations are just allowed to spool up virtual machines to simply be abandoned, costs will rapidly spiral out of control. Instead, the cloud infrastructure should be carefully designed to match the needs of the organisation and continuously managed in terms of costs and structure. This includes both low-level tasks like configuring and securing network access to the cloud and high-level advisory tasks like evaluating value-added services of the cloud provider and advising members of the organisation on their use.

Cloud security operations are an important part of this process. The fact, that an attacker does not know precisely where to look for a database with no or default security controls, does not constitute a security measure. Because of many interesting incidents, resources of all major cloud providers are by now regularly probed for misconfigured databases by automated process run both by security researchers and malicious actors.
In this regard, two common failure points are the failure to secure access to cloud resources leading to sensitive databases being left world-readable and the failure to properly configure the credentials used to configure the cloud services provided. The former will lead to data leaks and the latter to potential loss of the entire infrastructure if the single account used to configure it is compromised, or the person leaves the organisation etc.

5.5.2. Risk and security

As discussed previously, risk management is an integral part of data management. However, data management can cause risks to the organisation itself. These need to be managed by the general risk processes of the organisation but have their roots in data governance and thus have an impact on it. Typical examples of categories of such risks are as follows:

- **Risks stemming from low quality of data.** Such risks expose an organisation to adverse effects because the data they process is of insufficient quality. This can either be caused by the data quality management process failing or incorrect input being given to it about the required level of quality. (The STAMP model provides a methodology for addressing failure modes of sub-processes.) There are limits to the ability of the data quality process to detect incorrect data.

  For example, if incorrect blood group data (an accuracy quality attribute) is provided by the organisation by a third party or the data subject themselves and then used by the organisation with fatal consequences, there is little data governance processes could have done about it. Such risks therefore require organisation-level mitigation.

- **Risks stemming from mistakes in data processing.** These risks are caused by data management processes failing in some fashion. A typical risk in this category is the risk caused by AI misclassification. As such systems do not guarantee full accuracy of the results, they can produce incorrect results that can cause risk. Also, algorithmic data processing can contain errors due to, for example, either software quality assurance or software analysis processes failing.

- **Reputation risks.** These risks are caused by the nature of data processing being perceived as undesired by the stakeholders. Especially in the field of health data, questions of ethics frequently rise that are not necessarily obvious on the level of individual business processes within data governance. Also, combining various fully compliant and ethical processes together can yield results that can be perceived as unethical, biased or undesirable in other ways. Finally, these risks can be caused by failing to communicate complex data management processes correctly.

5.5.3. Legal and organisational context

The list of external stakeholders in the health data ecosystem is not static and is dependent on the legal and regulatory landscape below (see Figure 8). There are entities actively taking part in the data processing (e.g., controller or processor) and there are those who do not process data, but set rules and guidelines how such data should be governed and processed.
One key piece of legislation in managing and processing personal data is surely the GDPR which sets out four key roles that can be filled by an organisation or company besides the data subject and supervisory authorities (European Commission, 2016).

The controller is defined as any natural or legal person, public authority, agency, or other body which, alone or jointly with others, determines the purposes and means of the processing of personal data (GDPR, art 4(7). Therefore, any company that determines why and how data processing activities are undertaken is considered to be a controller. The controller may use one or more processors who will process the data on behalf of the controller in line with GDPR, Art 4(8). The processor may in turn use sub-processors who process the data on behalf of the processor if the use of sub-processors is permitted by the controller. Art 28 of the GDPR sets out the requirements for formalising the relationship between the controller and processor and the use of sub-processors.

Such agreements are called data processing agreements or data sharing agreements and are crucial for: 1) helping all the parties be clear about their roles; 2) establishing the purpose of the data sharing/processing; and 3) covering what happens to the data at each stage.

Controllers and processors not established in the EU may be represented in the EU by a representative. In case personal data is made available to a recipient other than the controller, processor, or data subject (i.e., a third party according to GDPR Art 4(10), it is important to map them as relevant stakeholders. According to recital 54 of the GDPR, third parties in the context of health data processing could be employers or insurance and banking companies.

The two roles represented in Figure 9 of the data subject and supervisory authority can become (sub-)processors of personal data in relation to the data subject’s requests, claims, or supervisory proceedings. They are depicted as such because they cannot be filled in by an organisation or company. It must be noted that there are differences in the level of
enforcement by supervisory authorities in different Member States and the controller must always be aware of the competent supervisory authority in its specific jurisdiction.

Data subjects act as a key source of personal data and the processing of personal data between organisations and companies and data subjects is often but by no means exclusively based on consent of the data subject (see GDPR Art (6)(1)). The supervisory authorities of Member States act as the gatekeepers to see that the requirements of the GDPR have been met by the controllers who are responsible for meeting GDPR requirements under GDPR Art 5(2). Although the practices and interpretations of the GDPR are heavily influenced by the European Data Protection Board, it is not listed as the external stakeholder because it is a policy body and does not get involved in the data management ecosystem beyond policy influence.

Although the roles and stakeholders of the GDPR could be used outside the context of processing personal data, the list of stakeholders does not grasp the full complexity of the external ecosystem of stakeholders from other relevant regulations such as the Medical Device Regulation (MDR) (European Commission, 2017a) / In Vitro Diagnostic Medical Devices Regulation (IVDR) (European Commission, 2017b) or standards such as the ISO standard ISO/TS 82304-2:2021 on health and wellness apps.

A mapping exercise of relevant legislation in the AHA field identified that there were 12 roles defined based on existing or upcoming legislation under which a company or organisation may fall arising from the MDR, the ISO standard on health and wellness apps, the GDPR and the Data Governance Act (European Commission, 2020). The roles depicted in blue in Figure 9 are those that cannot be filled in by companies, but public institutions and are relevant for every organisation or company in the ecosystem.

![Figure 9: Stakeholder roles from relevant regulations. Source: Authors.](image)

Although the roles are separate from different legal acts, there could be overlaps – for example, the organisation acting as the controller within the meaning of the GDPR may also act as the App Manufacturer in the light of ISO standard on health and wellness apps and a
manufacturer within the meaning of the MDR/IVDR. There is no exhaustive list of who may act as which stakeholder as the roles in essence are described broadly enabling any organisation or legal person to act as a given stakeholder if the requirements of the regulation are met (e.g., a company who defines the purposes and means of the data processing (i.e., controller) or it markets a medical device under its trademark (i.e., manufacturer).

5.5.4. Legal frameworks

This section outlines key EU level regulations in the health domain. This section provides further background on these regulations and adds other relevant regulations in the domain. Any digital health solution is subject to a wide range of regulations, from such as the GDPR, MDR/IVDR and more recent legislation such as the Data Governance Act and the proposed Data Act. However, digital health solutions also have to comply with a wide range of health sector-specific legislation at national and regional level, which can often impact on the way in which EU law is applied in practice.

**General Data Protection Regulation**

The GDPR sets out rules and requirements for controllers and processors when processing personal data of EU data subjects. The GDPR sets out the framework while specific legislation of Member States may still apply in the area of health and care (see below). The principle of accountability of GDPR Art 5(2) states that the controller is responsible for compliance for GDPR and must be able to demonstrate compliance at any given moment.

The GDPR introduced new definitions of “data concerning health”, “genetic data” and “biometric data” (see GDPR, Art 9(1)). With regard to the degree of their sensitivity and thus the need for special protection, (sensitive) data concerning health may encompass the subsets of the (even more sensitive) biometric and genetic data (TEHDAS, 2021).

Healthcare-specific GDPR-related safeguards include for example informed consent, pseudonymisation/anonymisation/de-identification, encryption, research ethics committee approval, technical and organisational measures for ensuring compliance with the GDPR. The GDPR safeguards should be integrated with other regulatory safeguards, provided e.g., by competition law, medicines regulatory requirements or ethical guidelines, cybersecurity requirements or the coming EU Regulation on AI (TEHDAS, 2021).

**Medical Device Regulations – MDR and IVDR**

MDR or IVDR applicability must always be considered when a (in vitro diagnostic) medical device is put to the market by a manufacturer or a distributor (European Commission, 2017). The definition of a (in vitro diagnostic) medical device includes a wide array of products (incl. software) which may be used to diagnose, monitor, prevent or treat people. Whenever your organisation or company processes health data and provides a service to end-users, it must be done in line with the MDR/IVDR. MDR/IVDR compliance requires certification of the (in vitro diagnostic) medical device and acquiring of a CE marking.

**Data Governance Act**
The Data Governance Act aims to create mechanisms for the re-use of public sector data that is conditional on the respect of the rights of others (notably on grounds of protection of personal data, but also protection of intellectual property rights and commercial confidentiality) and provide market rules for data sharing service providers who act as data intermediaries. The Act aims to encourage data availability and data sharing across EU and sectors.

Proposal for European Health Data Space

The EHDS is a health-specific data initiative which comprises rules, common standards and practices, infrastructures and a governance framework for the use and reuse of electronic health data. The EHDS proposal states its goals to promote optimal use of health data for healthcare delivery (primary) purposes as well as re-use for research and innovation, policymaking and regulatory activities. It targets the domain of digital health, covering health services and products, including tele-health, tele-monitoring and mobile health and proposes policies to enhance the development, deployment and application of trustworthy digital health products and services.

The initiative aims to improve the availability and quality of data in the healthcare sector, leading to fewer errors, less duplication of efforts and better medical outcomes. The regulation seeks to standardise patient health files and ensure that electronic health data is interoperable and can be accessed across the union. Requirements would be introduced for Electronic Health Record (EHR) systems, the software used for storage and sharing of health records which must meet security and interoperability requirements.

A distinction is made between the usage of electronic health data for medical reasons (‘primary use’) and the re-usage of health data for activities such as research, medical algorithm training or policymaking (‘secondary use’). (European Commission, 2022).

ISO standard on health and wellness apps (ISO/TS 82304-2:2021)

The standard is relevant for all app manufacturers who wish to make and put to the market a health app as it describes the quality and reliability requirements. It is also relevant for app assessment authorities (such as ORCHA or Federal Institute for Drugs and Medical Devices in Germany) that evaluate health apps by applying specific methodology for assessment.

Member State Legislation

Art 9(1) of the GDPR defines health data as a special category of personal data. Article 9(2) defines possible legal grounds under which processing of health data may be permitted under Member State laws - processing is necessary for:

- reasons of substantial public interest (Art 9(2)(g)),
the purposes of preventive or occupational medicine, for the assessment of the working capacity of the employee, medical diagnosis, the provision of health or social care or treatment or the management of health or social care systems and services (Art 9(2)(h)),

for reasons of public interest in the area of public health, such as protecting against serious cross-border threats to health or ensuring high standards of quality and safety of health care and of medicinal products or medical devices (Art 9(2)(i)),

for archiving purposes in the public interest, scientific or historical research purposes or statistical purposes (Art 9(2)(j)).

Please note that all the aforementioned possible legal grounds require additional legal basis from the relevant Member State’s law.

The processing of health data may also be permitted if the data subject has given explicit consent to the processing (Art 9(2)(a)), except where Member State’s law provides that such consent would not be sufficient for processing the health data. While the GDPR is not intended to apply to the personal data of deceased persons, Member States may provide for rules regarding the processing of personal data of deceased persons.

Article 9(4) of the GDPR further states that Member States may maintain or introduce further conditions, including limitations, with regard to the processing of genetic data, biometric data or data concerning health. National legislations often define the responsibilities of service providers/data controllers about the usage of data, and they describe for which purpose it can be processed and what kind of limitations there exist, such as for which purpose the data can be used and in which format.

All this means that the bulk of legislation in the health domain is driven by Member State laws (European Commission, 2021).
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ANNEXES

Annex 1. Data management self-assessment checklist

There are many ways to evaluate if the data management processes in your organisation are functioning well and are adequate for the purpose (the value that they aim to produce). The basic evaluation should be done internally the organisation itself. This exercise will enable to map the data management functions as-is and give ground for making decisions, be it for allocating resources, re-organising roles and responsibilities, enhancing skills or implementing additional safeguards.

The questions below reflect the main topics covered in this guidebook. They draw input from a selected list of assessment and accreditation tools that are available for national use, including DTAC in UK, DIGA in Germany, and methodology used by Estonian Health Insurance Board to evaluate innovative health applications.

Privacy, data protection and consent

1. Does your solution collect personal data and/or sensitive personal data?
   a. If yes, do you have the means to confirm legally binding consent? (is it expressed as GDPR requires?)
   b. Can users withdraw their consent at any time?
2. Does your solution have a privacy policy and a notification informing the user of it?
3. Is the privacy policy accessible to the user during account creation and usage of the solution?
4. Does the privacy policy comply with all applicable laws, both national and international?
5. Does the user have the ability to view the data they generated?
6. Does the user have the ability to delete the data they generated?
7. Do the collaboration contracts with your partners stipulate the lawful storage and treatment of users’ personal and non-personal data?

Data security

1. Do you use a GDPR-compliant storage solution? (on-premise, cloud, if so in which country)?
2. Do you have a nominated Data Protection Officer?
3. Do you have a response procedure in place to inform users and authorities of security incidents?
4. Do you use adequate encryption methods and channels to transmit all personal data?

**Data usage, semantics and portability**

1. Does the user have the ability to extract the data they generated?
2. Does your solution use standardised terminology (e.g. ICD-10 or HPO) and standardised clinical data modelling tools (e.g. OpenEHR) where applicable?

**Data quality**

1. Is the metrics for measuring data quality defined, as relevant to your business logic?
2. Do you have a specialist responsible for maintaining data quality?
3. Is there a quality maintenance process for the health information submitted by the user?
4. Do you practice data minimisation?
5. Is an appropriate retention policy established to erase or review the data stored?

**Annex 2. Consent template**

Consent is defined as one of the legal grounds of processing personal data under GDPR Art 6(1) and 9(2). Consent is mainly used by private sector entities when processing personal data. Therefore, it is crucial that the consent acquired from data subjects meets GDPR standards.

Consent is defined in Article 4(11) of the GDPR. Consent of the data subject means any freely given, specific, informed and unambiguous indication of the data subject’s wishes by which he or she, by a statement or by a clear affirmative action, signifies agreement to the processing of personal data relating to him or her.

Therefore, the elements for a valid consent are:

- **Freely given**: means that providing the consent must be a real choice for data subjects. If the data subject has no real choice, feels compelled to consent or will endure negative consequences if they do not consent, then consent will not be valid as it is not freely given;
- **Specific**: means that the purpose of the processing must be specified as a safeguard against function creep; in case of multiple purposes, the controller or processor should provide granularity in consent requests (opt-in for each purpose to allow control);
- **Informed**: means the consent must include minimum requirements of information about the controller’s identity, purpose of processing, what (type) of data collected and the right to withdraw consent;
- **Unambiguous indication of wishes**: means consent must always be given through an active motion or declaration.

The European Data Protection Board has given extensive guidance on the rules on consent in its Guidelines 05/2020 on consent (European Data Board, 2020).
The data subject must always be able to withdraw his or her consent. This means that controllers must be prepared to respect that choice and stop that part of the processing if an individual withdraws consent. This means the controller is not allowed to switch from the legal basis consent to legitimate interest once the data subject withdraws his consent. This applies even if a valid legitimate interest existed initially. Therefore, consent should always be chosen as a last option for processing personal data.

Consent may be acquired for a specific activity during a business process, or it could be defined in a Privacy Policy outlining the data protection practices of an organisation. Note that an offering with multiple hardware and software providers would require to ascertain a patient’s consent individually for each provider in order for them to start sharing data with each other.

Sample: Our Company Privacy Policy
Source: https://gdpr-info.eu/issues/consent/

Our Company is part of the Our Company Group which includes Our Company International and Our Company Direct. This privacy policy will explain how our organisation uses the personal data we collect from you when you use our website.

Topics:

- What data do we collect?
- How do we collect your data?
- How will we use your data?
- How do we store your data?
- How will we use your personal data for marketing purposes?
- What are your data protection rights?
- What are cookies?
- How do we use cookies?
- What types of cookies do we use?
- How to manage your cookies
- Privacy policies of other websites
- Changes to our privacy policy
- How to contact us
- How to contact the appropriate authorities

**What data do we collect?**

Our Company collects the following data:

- Personal identification information (Name, email address, phone number, etc.)
- [Add any other data your company collects]

**How do we collect your data?**
You directly provide Our Company with most of the data we collect. We collect data and process data when you:

- Register online or place an order for any of our products or services.
- Voluntarily complete a customer survey or provide feedback on any of our message boards or via email.
- Use or view our website via your browser’s cookies.
- [Add any other ways your company collects data]

Our Company may also receive your data indirectly from the following sources:

- [Add any indirect source of data your company has]

**How will we use your data?**

Our Company collects your data so that we can:

- Process your order and manage your account.
- Email you with special offers on other products and services we think you might like.
- [Add how else your company uses data]

If you agree, Our Company will share your data with our partner companies so that they may offer you their products and services.

- [List organisations that will receive data]

When Our Company processes your order, it may send your data to, and also use the resulting information from, credit reference agencies to prevent fraudulent purchases.

**How do we store your data?**

Our Company securely stores your data at [enter the location and describe security precautions taken].

Our Company will keep your [enter type of data] for [enter time period]. Once this time period has expired, we will delete your data by [enter how you delete users’ data].

**Marketing**

Our Company would like to send you information about products and services of ours that we think you might like, as well as those of our partner companies.

- [List organisations that will receive data]

If you have agreed to receive marketing, you may always opt out at a later date.
You have the right at any time to stop Our Company from contacting you for marketing purposes or giving your data to other members of the Our Company Group.

If you no longer wish to be contacted for marketing purposes, please click here.

**What are your data protection rights?**

Our Company would like to make sure you are fully aware of all of your data protection rights. Every user is entitled to the following:

**The right to access** – You have the right to request Our Company for copies of your personal data. We may charge you a small fee for this service.

**The right to rectification** – You have the right to request that Our Company correct any information you believe is inaccurate. You also have the right to request Our Company to complete the information you believe is incomplete.

**The right to erasure** – You have the right to request that Our Company erase your personal data, under certain conditions.

**The right to restrict processing** – You have the right to request that Our Company restrict the processing of your personal data, under certain conditions.

**The right to object to processing** – You have the right to object to Our Company’s processing of your personal data, under certain conditions.

**The right to data portability** – You have the right to request that Our Company transfer the data that we have collected to another organisation, or directly to you, under certain conditions.

If you make a request, we have one month to respond to you. If you would like to exercise any of these rights, please contact us at our email:

Call us at:

Or write to us:

**Cookies**

Cookies are text files placed on your computer to collect standard Internet log information and visitor behaviour information. When you visit our websites, we may collect information from you automatically through cookies or similar technology

For further information, visit allaboutcookies.org.

**How do we use cookies?**

Our Company uses cookies in a range of ways to improve your experience on our website, including:

- Keeping you signed in
- Understanding how you use our website
What types of cookies do we use?

There are a number of different types of cookies, however, our website uses:

- **Functionality** – Our Company uses these cookies so that we recognise you on our website and remember your previously selected preferences. These could include what language you prefer and location you are in. A mix of first-party and third-party cookies are used.
- **Advertising** – Our Company uses these cookies to collect information about your visit to our website, the content you viewed, the links you followed and information about your browser, device, and your IP address. Our Company sometimes shares some limited aspects of this data with third parties for advertising purposes. We may also share online data collected through cookies with our advertising partners. This means that when you visit another website, you may be shown advertising based on your browsing patterns on our website.
- [Add any other types of cookies your company uses]

How to manage cookies

You can set your browser not to accept cookies, and the above website tells you how to remove cookies from your browser. However, in a few cases, some of our website features may not function as a result.

Privacy policies of other websites

The Our Company website contains links to other websites. Our privacy policy applies only to our website, so if you click on a link to another website, you should read their privacy policy.

Changes to our privacy policy

Our Company keeps its privacy policy under regular review and places any updates on this web page. This privacy policy was last updated on 9 January 2019.

How to contact us

If you have any questions about Our Company’s privacy policy, the data we hold on you, or you would like to exercise one of your data protection rights, please do not hesitate to contact us.

Email us at:

Call us:

Or write to us at:

How to contact the appropriate authority
Should you wish to report a complaint or if you feel that Our Company has not addressed your concern in a satisfactory manner, you may contact the Information Commissioner’s Office.

Email/Address

Annex 3. Checklist for data protection impact assessment

Source: Information Commissioner’s Office, UK

1. **Describe the nature of the processing:** how will you collect, use, store and delete data? What is the source of the data? Will you be sharing data with anyone? You might find it useful to refer to a flow diagram or other way of describing data flows. What types of processing identified as likely high risk are involved?

2. **Describe the scope of the processing:** what is the nature of the data, and does it include special category data? How much data will you be collecting and using? How often? How long will you keep it? How many individuals are affected? What geographical area does it cover?

3. **Describe the context of the processing:** what is the nature of your relationship with the individuals? How much control will they have? Would they expect you to use their data in this way? Do they include children or other vulnerable groups? Are there prior concerns over this type of processing or security flaws? Is it novel in any way? What is the current state of technology in this area? Are there any current issues of public concern that you should factor in? Are you signed up to any approved code of conduct or certification scheme (once any have been approved)?

4. **Describe purposes of the processing:** what do you want to achieve? What is the intended effect on individuals? What are the benefits of the processing – for you, and more broadly?

5. **Describe compliance and proportionality measures,** in particular: what is your lawful basis for processing? Does the processing actually achieve your purpose? Is there another way to achieve the same outcome? How will you prevent function creep? How will you ensure data quality and data minimisation? What information will you give individuals? How will you help to support their rights? What measures do you take to ensure processors comply? How do you safeguard any international transfers?

6. **Identify and assess the risks:** describe source of risk and nature of potential impact on individuals. Include associated compliance and corporate risks as necessary.

7. **Identify measures to reduce risks.**

8. **Record the outcomes of assessment.**